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Abstract—Sparse Bayesian learning is a popular approach for sparse signal recovery, and has demonstrated superior performance in a series of experiments. Nevertheless, the sparse Bayesian learning algorithm involves a matrix inverse at each iteration. Its associated computational complexity grows significantly with the problem size, which hinders its application to many practical problems even with moderately large datasets. To address this issue, in this letter, we develop a fast inverse-free sparse Bayesian learning method. Specifically, by invoking a fundamental property for smooth functions, we obtain a relaxed evidence lower bound (relaxed-ELBO) that is computationally more amiable than the conventional ELBO used by sparse Bayesian learning. A variational expectation-maximization (EM) scheme is then employed to maximize the relaxed-ELBO, which leads to a computationally efficient inverse-free sparse Bayesian learning algorithm. Simulation results show that the proposed algorithm has a fast convergence rate and achieves lower reconstruction errors than other state-of-the-art fast sparse recovery methods in the presence of noise.

Index Terms—Compressed sensing, inverse-free sparse Bayesian learning (SBL), relaxed evidence lower bound (relaxed-ELBO).

I. INTRODUCTION

COMPRESSED sensing is a recently emerged technique for signal sampling and data acquisition, which enables to recover sparse signals from undersampled linear measurements

\[ y = Ax + w \]  

(1)

where \( A \in \mathbb{R}^{M \times N} \) is the sampling matrix with \( M \ll N \), \( x \) denotes an \( N \)-dimensional sparse signal, and \( w \) denotes the additive noise. Such a problem has been extensively studied and a variety of algorithms, e.g., the orthogonal matching pursuit algorithm [1], the basis pursuit (BP) method [2], and the iterative reweighted \( \ell_1 \) and \( \ell_2 \) algorithms [3], were proposed. Besides these methods, another important class of compressed sensing techniques that have received significant attention are Bayesian methods, among which sparse Bayesian learning (SBL) [4], [5], [8] is considered as one of the most popular compressed sensing methods. SBL was found to outperform the greedy methods and the BP method in a series of experiments, e.g., [6] and [7]. Despite its superior performance, a major drawback of the SBL method is that it requires to compute an inverse of an \( M \times M \) matrix at each iteration, and thus has a cubic complexity in terms of the problem size. This high computational cost prohibits its application to many practical problems. To address this issue, a fast SBL scheme was proposed in [9] to alleviate this drawback. The key idea is to perform the type-II maximum likelihood estimation in a sequential manner, i.e., maximizing the marginal likelihood function with respect to a single sparsity parameter \( \alpha_n \) at each time, assuming other sparsity parameters are fixed. In [10], the idea of sequential maximization was adapted to the variational Bayesian framework, where authors considered the maximization of the variational lower bound with respect to a single factor \( q(\alpha_n) \). Besides the above efforts, recently the approximate message passing (AMP) [11] and generalized AMP (GAMP) [12] techniques were developed in a message-passing-based framework to compute approximate marginal posteriors with a very low complexity, and have been successfully applied to solve compressed sensing problems, e.g., [13] and [14].

In this letter, we develop an inverse-free SBL method that has a very low computational complexity. The rationale behind our proposed method is to find a relaxed evidence lower bound (relaxed-ELBO) that can help circumvent the matrix inverse operation. A variational expectation-maximization (EM) scheme is developed to maximize the relaxed-ELBO, which leads to a computationally efficient inverse-free SBL algorithm. Note that our algorithm development is similar to [8], with the key difference that the ELBO is replaced by a relaxed-ELBO, which results in an inverse-free algorithm.

II. OVERVIEW OF VARIATIONAL INFERENCE

We first provide a review of the variational Bayesian inference. Let \( \theta \triangleq \{ \theta_1, \ldots, \theta_J \} \) denote the hidden variables in the hierarchical model. The objective of Bayesian inference is to find the posterior distribution of the latent variables given the observed data, i.e., \( p(\theta | y) \). The computation of \( p(\theta | y) \), however, is usually intractable. To address this difficulty, in variational inference, the posterior distribution \( p(\theta | y) \) is approximated by a variational distribution \( q(\theta) \) that has a factorized form as [15]

\[ q(\theta) = \prod_{i=1}^{J} q_i(\theta_i). \]  

(2)

Variational inference finds \( q(\theta) \) by minimizing the Kullback–Leibler (KL) divergence from the variational distribution \( q(\theta) \) to the posterior distribution \( p(\theta | y) \). The KL divergence minimization is equivalent to maximizing the evidence lower bound (ELBO), a lower bound on the logarithm of the marginal
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probability of the observed data \( \ln p(y) \). To see this, note that the marginal probability of the observed data can be decomposed into two terms
\[
\ln p(y) = L(q) + \text{KL}(q||p)
\]
where
\[
L(q) = \int q(\theta) \ln \frac{p(y, \theta)}{q(\theta)} d\theta
\]
and
\[
\text{KL}(q||p) = -\int q(\theta) \ln \frac{p(\theta)}{q(\theta)} d\theta
\]
where \( \text{KL}(q||p) \) is the KL divergence between \( p(\theta|y) \) and \( q(\theta) \), and \( L(q) \) is the ELBO. Since \( \text{KL}(q||p) \geq 0 \), it follows that \( L(q) \) is a rigorous lower bound on \( \ln p(y) \). Moreover, notice that the left-hand side of (3) is independent of \( q(\theta) \). Therefore, maximizing \( L(q) \) is equivalent to minimizing \( \text{KL}(q||p) \), and thus the posterior distribution \( p(\theta|y) \) can be approximated by the variational distribution \( q(\theta) \) through maximizing \( L(q) \). The ELBO maximization can be conducted in an alternating fashion for each latent variable, which leads to [15]
\[
q_i(\theta_i) = \frac{\exp(\ln p(x, \theta))_{k \neq i}}{\int \exp(\ln p(x, \theta))_{k \neq i} d\theta},
\]
where \( \langle \gamma_k \rangle_{k \neq i} \) denotes an expectation with respect to the distributions \( q_k(\theta_k) \) for all \( k \neq i \).

### III. INVERSE-FREE SBL

In the variational sparse Bayesian learning framework, \( x \) is assigned a two-layer hierarchical prior. In the first layer, \( x \) is assigned a Gaussian prior distribution characterized by \( \alpha \), i.e.,
\[
p(x|\alpha) = \prod_{n=1}^{N} p(x_n|\alpha_n) = \prod_{n=1}^{N} \mathcal{N}(x_n|0, \alpha_n^{-1})
\]
where \( \alpha \triangleq \{\alpha_n\} \) are nonnegative hyperparameters controlling the sparsity of the signal \( x \). The second layer specifies Gamma distributions as hyperpriors over the hyperparameters \( \{\alpha_n\} \), i.e.,
\[
p(\alpha) = \prod_{n=1}^{N} \Gamma(\alpha_n|a, b) = \prod_{n=1}^{N} \Gamma^{-1}(a) b^a \alpha_n^{-a-1} e^{b \alpha_n}
\]
where \( \Gamma(t) = \int_0^\infty t^{e-1} e^{-t} dt \) is the Gamma function. Also, \( \alpha \) is assumed to follow a Gaussian distribution with zero mean and covariance matrix \((1/\gamma) I \). To learn \( \gamma \), a Gamma hyperprior is placed over \( \gamma \), i.e.,
\[
p(\gamma) = \Gamma(\gamma|c, d) = \Gamma(c)^{-1} d^{e-c} e^{-d \gamma}.
\]

Let \( \Theta \triangleq \{x, \alpha, \gamma\} \) denote the hidden variables in the above hierarchical model, and let the variational distribution be expressed as \( q(\Theta) = q_\alpha(x|\alpha) q_\gamma(\gamma) \). Maximizing the ELBO yields a procedure that involves updates of the approximate posterior distributions for hidden variables \( x, \alpha, \) and \( \gamma \) in an alternating fashion [4], [5]. Specifically, \( q_\alpha(x) \) is updated according to a Gaussian distribution with its mean and covariance matrix given, respectively, by
\[
\mu = \gamma \Phi A^T y
\]
\[
\Phi = (\gamma A^T A + D)^{-1}
\]
where \( D \) is a diagonal matrix with its \( n \)th diagonal element equal to \( \langle \alpha_n \rangle \). We see that the update of the posterior distribution \( q_\alpha(x) \) involves computing an \( N \times N \) matrix inverse, which can be converted to an \( M \times M \) matrix inverse by resorting to the Woodbury identity. Thus, the variational SBL algorithm has a computational complexity scaling as \( O(M^2) \), which makes the application of the SBL method to large datasets impractical.

To address this issue, we propose to maximize a relaxed ELBO, i.e., a lower bound on \( L(q) \). Note that the ELBO for SBL can be expressed as
\[
L(q) = \int q(\theta) \ln \frac{p(y, \theta)}{q(\theta)} d\theta
\]
\[
= \int q(\theta) \ln \frac{p(y|x, \gamma)p(x|\alpha)p(\alpha)p(\gamma)}{q(\theta)} d\theta.
\]
To obtain a relaxed ELBO, we recall the following well known and fundamental property for a smooth function [16]. Note that this property also plays a critical role in developing the fast first-order algorithm in [16].

**Lemma 1**: Let \( f : \mathbb{R}^N \rightarrow \mathbb{R} \) be a continuously differentiable function with Lipschitz continuous gradient and Lipschitz constant \( T(f) \). Then, for any \( T \geq T(f) \), we have
\[
f(u) \leq f(v) + (u - v)^T \nabla f(v) + \frac{T}{2} \|u - v\|^2
\]
for any \( u, v \in \mathbb{R}^n \).

Invoking Lemma 1, a lower bound on \( p(y|x, \gamma) \) can be obtained as
\[
p(y|x, \gamma) \geq \frac{\gamma^{N/2}}{\sqrt{2\pi}} \exp\left(-\frac{\gamma}{2} \|y - Ax\|^2\right)
\]
\[
\geq \frac{\gamma^{N/2}}{\sqrt{2\pi}} \exp\left(-\frac{\gamma}{2} g(x, z)\right) \triangleq F(y, x, z, \gamma)
\]
where
\[
g(x, z) \triangleq \|y - Az\|^2 + 2(x - z)^T A^T (Az - y) + \frac{T}{2} \|x - z\|^2.
\]
Clearly, the inequality in (13) holds for any \( z \), and the inequality becomes equality when \( x = z \).

Combining (11) and (13), a relaxed ELBO can eventually be obtained as
\[
L(q) \geq \tilde{L}(q, z) = \int q(\theta) \ln \frac{G(y, \theta, z)}{q(\theta)} d\theta
\]
where
\[
G(y, \theta, z) \triangleq F(y, x, z, \gamma) p(x|\alpha)p(\alpha)p(\gamma).
\]
The relaxed ELBO can be further expressed as
\[
\tilde{L}(q, z) = \int q(\theta) \ln \frac{G(y, \theta, z)}{q(\theta)} d\theta
\]
\[
= \int q(\theta) \ln \frac{\tilde{G}(y, \theta, z)}{q(\theta)} h(z) d\theta
\]
\[
= \int q(\theta) \ln \frac{\tilde{G}(y, \theta, z)}{q(\theta)} d\theta - \ln h(z)
\]
where \( \tilde{G}(y, \theta, z) \triangleq G(y, \theta, z) h(z) \) is a normalizing term to make \( \tilde{G}(y, \theta, z) \) a rigorous distribution, and \( h(z) \) is given by
\[
h(z) \triangleq \frac{1}{\int \tilde{G}(y, \theta, z) d\theta dy}.
\]
Recall \( q(\theta) = q_\alpha(x|\alpha) q_\gamma(\gamma) \). Our objective is to maximize the relaxed ELBO \( \tilde{L}(q, z) \) with respect to \( q_\alpha(x), q_\gamma(\gamma), q_\gamma(\gamma) \), as well as with respect to the parameter \( z \). This naturally leads to a variational EM algorithm. In the E-step, the posterior distribution approximations are computed in an alternating fashion for each hidden variable, with other variables fixed. In the M-step, \( \tilde{L}(q, z) \) is maximized with respect to \( z \), given \( q(\theta) \) fixed. Details of the Bayesian inference are provided below.
A. E-Step

1) Update of $q_r(x)$: Recalling (6) and ignoring those terms that are independent of $x$, the approximate posterior distribution $q_r(x)$ can be computed by

$$\ln q_r(x) \propto \langle \ln \tilde{G}(y, x, z) \rangle_{q_r(x)} + \langle \ln p(x) \rangle_{q_r(x)}$$

$$\propto \langle \ln F(y, x, z) \rangle + \ln p(x) + \langle y \rangle - \langle x \rangle$$

$$\propto -x^T \left( \frac{T}{2} I + \Lambda \right) x + \langle \gamma \rangle x^T (2A^T Az - y - T z)$$

in which $\Lambda \triangleq \text{diag}((\alpha_1), \ldots, (\alpha_N)), (\alpha_n)$ denotes the expectation of $\alpha_n$ with respect to $q_r(x)$. Clearly, $q_r(x)$ follows a Gaussian distribution with its mean and covariance matrix given, respectively, as

$$\mu = \langle \gamma \rangle \Sigma \left( A^T A - A^T y - \frac{T}{2} z \right)$$

$$\Sigma = \left( \frac{T}{2} I + \Lambda \right)^{-1}.$$  (19)

2) Update of $q_\alpha(x)$: The approximate posterior $q_\alpha(x)$ can be obtained as

$$\ln q_\alpha(x) \propto \langle \ln \tilde{G}(y, \theta, z) \rangle_{q_\alpha(x)} + \ln p(x)$$

$$\propto \langle \ln F(y, x, z) \rangle + \ln p(x) + \langle y \rangle - \langle x \rangle$$

$$\propto -x^T \left( \frac{T}{2} I + \Lambda \right) x + \langle \gamma \rangle x^T (2A^T Az - y - T z)$$

where $\langle x^2 \rangle_n$ denotes the expectation of $x^2_n$ with respect to $q_r(x)$. Hence, $\alpha$ has a form of a product of Gamma distributions

$$q_\alpha(x) = \prod_{n=1}^{N} \Gamma(a_n; \tilde{a}_n, \tilde{b}_n)$$

in which the parameters $\tilde{a}$ and $\tilde{b}_n$ are, respectively, given as

$$\tilde{a} = a + \frac{1}{2}$$

$$\tilde{b}_n = b + \frac{1}{2} \langle x^2 \rangle_n.$$  (23)

3) Update of $q_\gamma(x)$: Similarly, variational optimization of $q_\gamma(x)$ yields

$$\ln q_\gamma(x) \propto \langle \ln \tilde{G}(y, \theta, x) \rangle_{q_\gamma(x)} + \langle \ln F(y, x, z, \gamma) \rangle_{q_\gamma(x)}$$

$$\propto -x^T \left( \frac{T}{2} I + \Lambda \right) x + \langle \gamma \rangle x^T (2A^T Az - y - T z)$$

Thus, $\gamma$ follows a Gamma distribution

$$q_\gamma(x) = \Gamma(\gamma; \tilde{c}, \tilde{d})$$

with the parameters $\tilde{c}$ and $\tilde{d}$ given as

$$\tilde{c} = c + \frac{M}{2}$$

$$\tilde{d} = d + \frac{1}{2} \langle g(x, z) \rangle.$$  (26)

In summary, the E-step involves update of the posterior approximations for hidden variables $x$, $\alpha$, and $\gamma$. Some of the expectations and moments used during the update are summarized as

$$\langle \alpha_n \rangle = \hat{a}_n$$

$$\langle \gamma \rangle = \frac{\hat{d}}{d}$$

$$\langle x^2 \rangle_n = \mu_n^2 + \Sigma_{n,n}$$

$$\langle g(x, z) \rangle = \|y - Az\|_2^2 + 2(\mu - z)^T A^T (Az - y)$$

$$+ \frac{T}{2} (\|\mu - z\|_2^2 + \text{Tr}(\Sigma))$$  (27)

where $\mu_n$ denotes the $n$th element of $\mu$ and $\Sigma_{n,n}$ represents the $n$th diagonal element of $\Sigma$.

B. M-Step

Substituting $q(\theta; z^{\text{old}})$ into $\hat{L}(q, z)$, an estimate of $z$ can be found via the following optimization

$$z^\text{new} = \arg \max_z \langle \ln G(y, \theta, z) \rangle_{q(\theta; z^{\text{old}})} \triangleq Q(z|z^{\text{old}}).$$  (28)

Taking the derivative of $Q(z|z^{\text{old}})$ with respect to $z$ yields

$$\frac{\partial Q(z|z^{\text{old}})}{\partial z} = ((TT - 2A^T A)(z - x))_{q(\theta; z^{\text{old}})}.$$  (29)

Setting the derivative to zero gives the solution

$$z = \mu$$

(30)

which follows from the fact that $T > T(f) = 2\lambda_{\text{max}}(A^T A)$ and $TT - 2A^T A$ is a positive-definite matrix, where $\lambda_{\text{max}}(X)$ denotes the largest eigenvalue of matrix $X$.

For clarity, we summarize our proposed algorithm as follows.

1) Given the current estimate of $z$, update the posterior approximations $q_r(x)$, $q_\alpha(x)$, and $q_\gamma(x)$ according to (19)-(20), (21), and (23).

2) Update the parameter $z$ according to (30).

3) Continue the above iteration until $\|\mu^{(l)} - \mu^{(l-1)}\|_2 \leq \epsilon$, where $\epsilon$ is a prescribed tolerance value.

Discussions: For our proposed method, we see that the update of $q_r(x)$ still requires to calculate an $N \times N$ matrix inverse. Nevertheless, the matrix to be inverted (cf. [20]) now becomes a diagonal matrix. Thus, our proposed method is free of any matrix inverse operations, and as a consequence, the computational complexity of our proposed method is substantially reduced. Note that the update of other hidden variables $\alpha$, $\gamma$, and the parameter $z$ only involves simple addition and multiplication operations.

IV. SIMULATION RESULTS

We present simulation results to illustrate the performance of our proposed inverse-free sparse Bayesian learning method (referred to as IF-SBL). 1 Throughout our experiments, $a$, $b$, $c$, and $d$ are all set to $10^{-10}$. $T$ is chosen to be slightly larger than the smallest Lipschitz constant, i.e., $T = \lambda_{\text{max}}(A^T A) + 10^{-10}$, since simulation results suggest that a smaller value of $T$ leads to a faster convergence rate. We compare our method with the fast SBL (referred to as F-SBL) [9], the fast iterative shrinkage-thresholding algorithm (referred to as FISTA) [16], and an efficient GAMP-based method (referred to as SBL-GAMP) that is a simplified version of [14] without considering a block structure. The regularization parameter used in FISTA is carefully selected to achieve the best performance. Due to the large problem size, the conventional SBL [4] was not included in our experiments. Nevertheless, numerical results on small datasets suggest that its performance is similar to that of the F-SBL.

1 Codes for our algorithm are available at http://www.junfang-uestc.net/codes/ IF-SBL.rar
In our simulations, the sparse signal is randomly generated with its $K$ nonzero entries generated according to a normal distribution. The measurement matrix $A \in \mathbb{R}^{M \times N}$ is randomly generated with its entries independently drawn from a normal distribution. Fig. 1(a) depicts the recovery success rates of respective algorithms as a function of $M$, where $N = 5000$, $K = 500$, and the observation $y$ in (1) contains no measurement noise. Results are averaged over $10^3$ independent runs. We see that in the noiseless case, the F-SBL and the SBL-GAMP provides the best performance. Due to the relaxation made to the ELBO, the IF-SBL method incurs some performance loss. Nevertheless, our proposed IF-SBL method presents a clear performance advantage over the FISTA. Fig. 1(b) shows the normalized mean square errors (NMSEs) of respective algorithms in the presence of Gaussian noise, where we set the signal-to-noise ratio (SNR) to 20 dB. From Fig. 1(b), we see that the IF-SBL method exhibits better robustness against noise and achieves a lower reconstruction error for a moderate ratio $M/N$.

In Fig. 2(a), we plot the average run times of respective algorithms as a function of $N$, where we set $M = N/2$, $K = N/10$, and SNR = 20 dB. In such a setup, all methods can provide reliable recovery results. We see that similar to the SBL-GAMP, the average run time required by the IF-SBL only incurs a slight increase as the dimension of the signal becomes large, whereas the F-SBL and the FISTA methods suffer from a dramatic increase in the average run time as $N$ increases. The reason is that the IF-SBL has a much faster convergence rate than the other two methods, as observed from Fig. 2(b). In particular, the F-SBL method starts with an empty support set, and then iteratively includes new basis to fit the data. This process may take much longer to converge in the noisy case. From Fig. 2(b), we see that it takes the F-SBL more than 1000 iterations to converge, the FISTA about 600 iterations to converge, while the IF-SBL method converges within only 120 iterations. Also, the F-SBL method needs to perform a matrix inverse at each iteration. As the iterative process evolves, the dimension of the matrix to be inverted becomes larger and larger. Thus, it is no wonder that the average run time of the F-SBL method increases quickly as the signal dimension becomes large.

V. CONCLUSION

We developed a fast inverse-free SBL method in this letter. To circumvent the matrix inverse operation required by the conventional SBL method, we resort to a fundamental property for smooth functions and obtain a relaxed-ELBO. A variational EM scheme was then used to maximize the relaxed-ELBO, which leads to a computationally efficient inverse-free SBL algorithm. Simulation results showed that the proposed algorithm has a fast convergence rate and is more robust against noise than other state-of-the-art fast sparse signal recovery methods.
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