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Blind Channel Estimation for Multicarrier Systems
With Narrowband Interference Suppression

Hongbin Li, Member, IEEE

Abstract—We present herein a novel blind channel estimator w(”)§
for multicarrier (MC) systems in the presence of unmodeled  s(n) s(1) u(i) ju(n) Z(n%p/(n) y(i) 5(1)
narrowband interference. A generalized multichannel minimum — P ¢> F 5ﬂ> PIS Hel h(n) s sp ¢:> et 7—/_-'1>

variance principle is invoked to design an equalizing filterbank

that preserves desired signal components and suppresses the

overall interference. While a channel estimate may be obtained

by directly maximizing the filterbank output power through

multidimensional nonlinear searches, such an approach is compu- Fig- 1. Baseband discrete-time model of an MC system.

tationally prohibitive and suffers local convergence. To overcome

this difficulty, we derive an asymptotically (in SNR) tight lower . .

bound of the filterbank output power and use it for channel esti- Notation: Vectors (matrices) are denoted by boldface lower

mation, which reduces the problem to a quadratic minimization. (upper) case letters; superscripis’, (-)* and(-)# denote the

Numerical examples show that the proposed scheme comparestranspose, complex conjugate and conjugate transpose, respec-

favorably with a subspacg blind channel estimator in the presence tively; I ; is the.J x .J identity matrix;0x 7, is an all-zerdk x L

of unknown narrowband interference. L .
matrix; tr{-} denotes the tracepc(-) stacks the columns of its

Index Terms—Blind channel estimation, equalization, interfer- matrix argument on top of one anothey;denotes the matrix
ence suppression, multicarrier (MC) systems. Kronecker product.

K J : ' J K
transmitter i channel ; receiver

. INTRODUCTION Il. PROBLEM STATEMENT

ULTICARRIER (MC) modulation is considered a Consider a general baseband MC system shown in Fig. 1
promising technique for broadband wireless networkf]. At the transmitter, the information symbolgn) are
For coherent detection, the channel state information (CSI)fokt serial-to-parallel (S/P) converted t& x 1 vectors
the underlying frequency-selective channel has to be estimag%p) 2 [s(iK),...,s(iK + K —1)]T, which are linearly trans-
atthe receiver. Channel estimates may be obtained by exploitiggmed by aJ x K matrix F. The data blocka(i) = F's(i) are
training symbols [1], [2], or by blind schemes. A popular class ¢fext parallel-to-serial (P/S) converted and sent through a fre-
blind channel estimators for MC systems aubspace schemesquency-selective channel with impulse respoge). To avoid
that were considered in several recent studies (e.g., [3]-[Rjultipath-induced inter-block interference (IBIl), transmission
and references therein.) It is well known that MC systentgdundancy is introduced by choosidg> K + L, whereL
are sensitive to various interference [2]. When the covariangean upper boundof the channel order. At the receiver, the
of the interference can be reliably estimated at the receivgsceived sampleg(n), corrupted by channel noisén) and

pre-whitening can be invoked before applying subspace chanpgésibly interferencas(n) with unknown statistics, are S/P
estimation. However, when there is insufficient informatiopq . erted tor x 1 vectorsy(i) N y(id),...,y(iT+J—1)T

about the interference so that pre-whitening cannot be pgfrich are then equalized by thé x K matrix G to form
formed, subspace channel estimation is in general inaccuratg(i) _ GHy(z‘).
In this letter, we present a new blind channel estimator for The apove system is quite versatile and encompasses the

MC systems that can deal with unknown or unmodeled ”arrOWqular OFDM (orthogonal frequency-division multiplexing)

band interference. The proposed estimator is obtained by Ui 5 special case [5]. Indeed, & 2 [FT FT]T and
. ’ - 1>

lizing a multichannel generalization of the minimum variancg, A . =k =
(MV) principle (e.g., [6]) along with a certain bounding tech-" — [O(J—K)XK’F I", whereF denotes the' x K IDFT
nique, which effectively reduces a highly nonlinear estimatiamatrix with [F]j, ; 2 K12 exp(j2n(k —1)(I — 1)/K), and
problem to a quadratic minimization. F, ¢ cV-K)XK is formed from the last/ — K rows of
F. Effectively, F performs the IDFT and CP (cyclic prefix)
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channel zero locations [5]. On the other hand, the CP-basesymptotically (for high SNR). Hence, maximizirig (h) is
OFDM is sensitive to frequency-selective fading. asymptotically equivalent to

In this work, we consider ZP based MC systems. This is moti- . _ el
vated by not only the advantage of guaranteed symbol recovery, h = arg ol tr {H R H } : (6)
but also the fact that there has been a rich literature on channel A
estimation for CP based OFDM systems (e.g.,[1], [3], [7], [8]lC SOlve for h, we rewrite the cost functio¥z(h) =
and references therein). With ZP transmissig(i) can be ex- tr{H "R, H} as follows:

pressed as [4], [5] Va(h) = vec? (H") [IK ®R;1] vec(H)

i) = HFs(i) + w(i) + e(i 1
y(L) . (L) (Z) (Z) . ( ) :VQCH(H)(IK ® CH)(IK ® C)VQC(H)
where theJ x K matrix H is Toeplitz with the first column H adl o A Had
[1(0), ..., h(L), 01 (s—p—1)]" and firstrow[h(0), 01 x _1)), =h" 8" (Ix ®C")(Ix ® C)Sh=h"2"®h (7)

whilew(i) ande(i) denote/ x 1 interference and noise vectorsyvhere C € C”/*7 denotes the triangular Cholesky factor
respectively. The problem of interest is to estimate the chanr&elR 1 e, R, I — "¢, and ® a (Ix ® C)S. The

coefficients{ h(n)}£_, from the measuremenfg(i)} without second equallty of (7) is due to the identity{ ABCD} =

knowing the transmifted symbols. vecT (AT)(DT @ B)vec(C) for any matricesd, B, C and D
with compatible dimensions; and the third equality is due to a

1. PROPOSEDSCHEME linear dependence & onh: vec(H) = Sh. TheJK x (L+1)

Equation (1) represents effectively a multiple-input mulselection matrixS is given by S = [ST S’T] where

tiple-output (MIMO) system withK inputs and.J outputs. ST E [0(z+1)x (k=1)> T 141, O(L41) x (K= k)] k- =1,...,K.
The mixing matrix HF is partially known sinceH has a |t should be noted that due to the sparse structures of
known Toeplitz structure anff is also known to the receiver.& can be readily obtained fronC with no additional
We can exploit this knowledge to design a bankfFIR  computations. Specifically, let us decompode into K
filters G € C/**, each passing one symbol with unit-gainequal-size blocks® = [®7,... ®%]7. It is easy to verify
completely annihilating the othek” — 1 interfering symbols, that ®, = C(:,k : k + L), where the Matlab notation
meanwhile suppressing interfereneéi) as much as possible.C(:,k : k + L) denotes aJ x (L + 1) matrix formed from
In particular, we design the filterbank by the followimgulti- columnsk,% + 1,..., andk + L of C.
channel minimum variance principle The solution to the quadratic minimization (6) under con-
G =arg min tr{GYR,G}, subjectto GZHF=Iy straint|| k|| =1 is the eigenvector (_)@H<I> associ_ated with the
GeCIxK smallest eigenvalue. Note that for implementatiBp has to be
A _ (@) replaced by some covanance matnx estimate, e.g., the sample
whereR, = E{y(i)y" (i)} denotes the covariance matrix. Thegyariance matriR, = -1 37— y(i)y" (i) or some adaptive
solution is (e.g., [9, p. 283]) estimate ofR,. It can be shown (e.g., [6, Proposition 2]) tihat
_p-lge(E g\t converges to the true chanre(up to a scalar factor) as the in-
G=R, HF (F HE, HF) ) 3) terference and noise vanish. For finite SNR and in the presence
Substituting (3) into the cost function in (2), the minimum avef interference, we evaluate the accurachefa simulations in
erage filterbank output power is Section IV. Finally, like all other blind schemes, the channel es-

I | Ho1o\ 1 timateh (6) has a scalar ambiguity, which can be resolved either
Vi(h) =tr { (F H"R, HF) } =tr { (H R, H) } by differential coding or by transmittingfaw pilot symbols.

4

whereh 2 [1(0),...,h(L)]T and in the second equality, we
used the assumption thAtis unitary (see Section II). To find
an estimate oh, we could maximizé/; (h) with respect tah,

so that@ will maximally preserve the signal power. Doing sQ
is computationally involved and suffers local convergence du
to the highly nonlinear nature df; (h). Instead, we propose
to maximize an (asymptotically tight) lower bound f(h).
Specifically, by the Schwartz inequality, we have

IV. SIMULATION RESULTS AND DISCUSSIONS

We compare here the proposed and the subspace blind channel
estimators. The system utilizes the IDFT transform [recall that
the proposed scheme is invariant to the choicE af long as it
Is unitary; see (4)] and a BPSK constellation with= 48. The

‘Wannelis afour- -tafi. = 3) FIR channel thatis identical to the
one in Example 2 of [4]. Two narrowband interfering signals are
added with various values of signal-to-interference ratio (SIR).
Both estimators use a total 6f= J = 51 blocks of data for

K? =tr*(Ig) channel estimation. We first plot the cost functidgi{h) and the
) Holeg\~3 Ho1ap) 2 lower bound versus the SNR in Fig. 2. It is seen that the lower
{ (H R H) (H R, H) } bound is indeed asymptotically tight. Fig. 3 depicts the normal-

1 ized mean-squared errors (MSE) of the channel estimates versus
<tr { (HHRng) } tr {HHszlH} (5) SNRand SIR. Inthe absence of interference G, = o), the
subspace estimator outperforms the proposed scheme slightly.
with equality holds if and only iHHlelH is a (scaled) iden- However, evenwith fairly weak interference (i€IR = 10dB),
tity. We show in the Appendix that this condition is satisfiedhe subspace estimator degrades significantly.
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10°r | T 1 = o Proof: Assume that the information symbolgn) are
independent with unit average energy. Then, we can write
] R,(0%) = HH” + R, + o2I; =HH" + TT" 4+ 521, =
- = H . "
1 HH + 0%I;. Let the eigenvalue decomposition (EVD) of
g 4 l R, be expressed as
§ 2——:,"0
2100, 1 R oY) =, U, | Mt IR v,
g [ F '9'9.9@ ] Y v o’ I x| | UY
S | P00 00000000000000 o
Accordingly, the EVD ofH H  can be written aHSASUf [9].
It is trivial to showU ™ H is square and full rank. Hence
~ H ~
w0’ . . . . H UA'UYH =TIy, ). 9)
-10 0 10 20 30 40
SNR A Taylor expansion o, ' (¢2) at high SNR is [6, eq. (35)]
Fig. 2. Cost functiod/; (k) and its lower bound.
g *) R;Y(0%) = 02U U7 + UA;'UY +0(0%).  (10)
10 . . | 1 . . Using the above Taylor expansion, along with (9) and the
E . = H
89 observationd U,, = 0, we have
y : VeV e H R; H:IK-H\J +O(O’2) — IK+Z\VI~ (1D
%10‘25 g, Equation (8) follows immediately from (11). ]
& F +QQ Remark: The low-rank assumption implies that the interfer-
© o . . H
E10 ca, e, Rg ence occupies only a portion (i.84 < .J — K out of K sub-
Z  F[ % Subspace SIR—_T0dB |y R carriers) of the overall bandwidth. It is interesting to note that
- Proposed,SIR=-10 dB Bt ; e
1“L| ' Subspace,SIA-10 dB Bg e, e.. the ZP-induced transmission redundancy (reda#t K + L),
E| X Eroposed SR=10dB By e initially intended for IBI removal, also helps with narrowband
pace,SIR=00 . . . . .
-+ Proposed SIR=00__ ] 1 | B interference cancellation. Proposition 1 indicates that the ap-
5 10 15 20 25 30 35 40 proximation incurred in Section lll, i.e., replacing the highly
SNR (dB)

nonlinearV; (h) by the quadratid’;(h), might not be a good

Fig.3. Normalized MSE of the proposed and subspace blind channel estima@gproximation ifA/ < .J — K is not satisfied. We have also ob-

versus SNR and SIR. served empirically in our simulations (not shown due to space
limitation) that when more thasi — K tones are corrupted, the

The complexity of the proposed schem@id .J2)+0(.J3) + performance of the proposed scheme degrades considerably. In-

O(JK(L+1)?)+O((L+ 1)3), which comes from calculating terference on more subcarri_ers can be handl_ed by incredsing

the sample covariance mati,, the Cholesky decomposition O Process several consecutive data blagl$ simultaneously.

R;' = ¢"C, the matrix produc®” @, and the eigendecom-

position of 7 &, respectively. In general, the last two terms are
negligible sinceL is much smaller thad, J or K in typical [1]
applications. Overall, the complexity of the proposed scheme is
comparable to that of the subspace estimator, with our schemgz]
being slightly simpler.

Finally, we remark that while only ZP-based transmissions
are considered here, the proposed scheme can be extended [ﬁl)
CP-based systems for joint channel estimation and narrowband
interference mitigation. [4]

APPENDIX

AsymoTOTIC STRUCTURE OFH " R, ' H (3]

Proposition 1: Suppose that i) the channel noise is white [€]
with E{e(i)ef (i)} = o2I;, wheres? denotes the noise
variance; ii) the interference covariance matrR,
E{w(i)w" (i)} has a low rank decompositioR,, = I'T?,
wherel' is a.J x M matrix with M < J — K; and iii)) H 2
[H,T] is full column-rank. Then,

(71
(8]

lim HYR (o) H = I. 9]

02—

®)
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