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Blind Channel Estimation for Multicarrier Systems
With Narrowband Interference Suppression

Hongbin Li, Member, IEEE

Abstract—We present herein a novel blind channel estimator
for multicarrier (MC) systems in the presence of unmodeled
narrowband interference. A generalized multichannel minimum
variance principle is invoked to design an equalizing filterbank
that preserves desired signal components and suppresses the
overall interference. While a channel estimate may be obtained
by directly maximizing the filterbank output power through
multidimensional nonlinear searches, such an approach is compu-
tationally prohibitive and suffers local convergence. To overcome
this difficulty, we derive an asymptotically (in SNR) tight lower
bound of the filterbank output power and use it for channel esti-
mation, which reduces the problem to a quadratic minimization.
Numerical examples show that the proposed scheme compares
favorably with a subspace blind channel estimator in the presence
of unknown narrowband interference.

Index Terms—Blind channel estimation, equalization, interfer-
ence suppression, multicarrier (MC) systems.

I. INTRODUCTION

M ULTICARRIER (MC) modulation is considered a
promising technique for broadband wireless networks.

For coherent detection, the channel state information (CSI) of
the underlying frequency-selective channel has to be estimated
at the receiver. Channel estimates may be obtained by exploiting
training symbols [1], [2], or by blind schemes. A popular class of
blind channel estimators for MC systems aresubspace schemes
that were considered in several recent studies (e.g., [3]–[5],
and references therein.) It is well known that MC systems
are sensitive to various interference [2]. When the covariance
of the interference can be reliably estimated at the receiver,
pre-whitening can be invoked before applying subspace channel
estimation. However, when there is insufficient information
about the interference so that pre-whitening cannot be per-
formed, subspace channel estimation is in general inaccurate.

In this letter, we present a new blind channel estimator for
MC systems that can deal with unknown or unmodeled narrow-
band interference. The proposed estimator is obtained by uti-
lizing a multichannel generalization of the minimum variance
(MV) principle (e.g., [6]) along with a certain bounding tech-
nique, which effectively reduces a highly nonlinear estimation
problem to a quadratic minimization.
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Fig. 1. Baseband discrete-time model of an MC system.

Notation: Vectors (matrices) are denoted by boldface lower
(upper) case letters; superscripts , and denote the
transpose, complex conjugate and conjugate transpose, respec-
tively; is the identity matrix; is an all-zero
matrix; denotes the trace; stacks the columns of its
matrix argument on top of one another;denotes the matrix
Kronecker product.

II. PROBLEM STATEMENT

Consider a general baseband MC system shown in Fig. 1
[5]. At the transmitter, the information symbols are
first serial-to-parallel (S/P) converted to vectors

, which are linearly trans-
formed by a matrix . The data blocks are
next parallel-to-serial (P/S) converted and sent through a fre-
quency-selective channel with impulse response . To avoid
multipath-induced inter-block interference (IBI), transmission
redundancy is introduced by choosing , where
is an upper boundof the channel order. At the receiver, the
received samples , corrupted by channel noise and
possibly interference with unknown statistics, are S/P

converted to vectors ,
which are then equalized by the matrix to form

.
The above system is quite versatile and encompasses the

popular OFDM (orthogonal frequency-division multiplexing)
as a special case [5]. Indeed, let and

, where denotes the IDFT

matrix with , and
is formed from the last rows of

. Effectively, performs the IDFT and CP (cyclic prefix)
insertion, whereas performs the CP removal and DFT. Then,
the system reduces to OFDM. An alternative technique for IBI
avoidance is to use zero-padding (ZP) [5], which amounts to
choosing , where is usually a
unitary matrix. Typical choices for include the (I)DFT and
Walsh-Hadamard matrices. It has been shown that under mild
conditions, ZP guarantees symbol recovery irrespective of the

1089-7798/03$17.00 © 2003 IEEE



LI: BLIND CHANNEL ESTIMATION FOR MULTICARRIER SYSTEMS WITH NARROWBAND INTERFERENCE SUPPRESSION 327

channel zero locations [5]. On the other hand, the CP-based
OFDM is sensitive to frequency-selective fading.

In this work, we consider ZP based MC systems. This is moti-
vated by not only the advantage of guaranteed symbol recovery,
but also the fact that there has been a rich literature on channel
estimation for CP based OFDM systems (e.g.,[1], [3], [7], [8],
and references therein). With ZP transmission, can be ex-
pressed as [4], [5]

(1)

where the matrix is Toeplitz with the first column
and first row ,

while and denote interference and noise vectors,
respectively. The problem of interest is to estimate the channel
coefficients from the measurements without
knowing the transmitted symbols.

III. PROPOSEDSCHEME

Equation (1) represents effectively a multiple-input mul-
tiple-output (MIMO) system with inputs and outputs.
The mixing matrix is partially known since has a
known Toeplitz structure and is also known to the receiver.
We can exploit this knowledge to design a bank ofFIR
filters , each passing one symbol with unit-gain,
completely annihilating the other interfering symbols,
meanwhile suppressing interference as much as possible.
In particular, we design the filterbank by the followingmulti-
channel minimum variance principle:

subject to

(2)
where denotes the covariance matrix. The
solution is (e.g., [9, p. 283])

(3)

Substituting (3) into the cost function in (2), the minimum av-
erage filterbank output power is

(4)

where and in the second equality, we
used the assumption that is unitary (see Section II). To find
an estimate of , we could maximize with respect to ,
so that will maximally preserve the signal power. Doing so
is computationally involved and suffers local convergence due
to the highly nonlinear nature of . Instead, we propose
to maximize an (asymptotically tight) lower bound of .
Specifically, by the Schwartz inequality, we have

(5)

with equality holds if and only if is a (scaled) iden-
tity. We show in the Appendix that this condition is satisfied

asymptotically (for high SNR). Hence, maximizing is
asymptotically equivalent to

(6)

To solve for , we rewrite the cost function
as follows:

(7)

where denotes the triangular Cholesky factor
of , i.e., , and . The
second equality of (7) is due to the identity

for any matrices , , and
with compatible dimensions; and the third equality is due to a
linear dependence of on : . The

selection matrix is given by , where
, .

It should be noted that due to the sparse structure of,
can be readily obtained from with no additional

computations. Specifically, let us decompose into
equal-size blocks: . It is easy to verify
that , where the Matlab notation

denotes a matrix formed from
columns , and of .

The solution to the quadratic minimization (6) under con-
straint is the eigenvector of associated with the
smallest eigenvalue. Note that for implementation,has to be
replaced by some covariance matrix estimate, e.g., the sample
covariance matrix or some adaptive
estimate of . It can be shown (e.g., [6, Proposition 2]) that
converges to the true channel(up to a scalar factor) as the in-
terference and noise vanish. For finite SNR and in the presence
of interference, we evaluate the accuracy ofvia simulations in
Section IV. Finally, like all other blind schemes, the channel es-
timate (6) has a scalar ambiguity, which can be resolved either
by differential coding or by transmitting afewpilot symbols.

IV. SIMULATION RESULTS AND DISCUSSIONS

We compare here the proposed and the subspace blind channel
estimators. The system utilizes the IDFT transform [recall that
the proposed scheme is invariant to the choice ofas long as it
is unitary; see (4)] and a BPSK constellation with . The
channel is a four-tap FIR channel that is identical to the
one in Example 2 of [4]. Two narrowband interfering signals are
added with various values of signal-to-interference ratio (SIR).
Both estimators use a total of blocks of data for
channel estimation. We first plot the cost function and the
lower bound versus the SNR in Fig. 2. It is seen that the lower
bound is indeed asymptotically tight. Fig. 3 depicts the normal-
ized mean-squared errors (MSE) of the channel estimates versus
SNR and SIR. In the absence of interference (i.e., ), the
subspace estimator outperforms the proposed scheme slightly.
However, even with fairly weak interference (i.e., dB),
the subspace estimator degrades significantly.
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Fig. 2. Cost functionV (hhh) and its lower bound.

Fig. 3. Normalized MSE of the proposed and subspace blind channel estimates
versus SNR and SIR.

The complexity of the proposed scheme is
, which comes from calculating

the sample covariance matrix , the Cholesky decomposition
, the matrix product , and the eigendecom-

position of , respectively. In general, the last two terms are
negligible since is much smaller than, or in typical
applications. Overall, the complexity of the proposed scheme is
comparable to that of the subspace estimator, with our scheme
being slightly simpler.

Finally, we remark that while only ZP-based transmissions
are considered here, the proposed scheme can be extended to
CP-based systems for joint channel estimation and narrowband
interference mitigation.

APPENDIX

ASYMOTOTIC STRUCTURE OF

Proposition 1: Suppose that i) the channel noise is white
with , where denotes the noise
variance; ii) the interference covariance matrix

has a low rank decomposition ,

where is a matrix with ; and iii)
is full column-rank. Then,

(8)

Proof: Assume that the information symbols are
independent with unit average energy. Then, we can write

. Let the eigenvalue decomposition (EVD) of
be expressed as

Accordingly, the EVD of can be written as [9].
It is trivial to show is square and full rank. Hence

(9)

A Taylor expansion of at high SNR is [6, eq. (35)]

(10)

Using the above Taylor expansion, along with (9) and the

observation , we have

(11)

Equation (8) follows immediately from (11).
Remark: The low-rank assumption implies that the interfer-

ence occupies only a portion (i.e., out of sub-
carriers) of the overall bandwidth. It is interesting to note that
the ZP-induced transmission redundancy (recall ),
initially intended for IBI removal, also helps with narrowband
interference cancellation. Proposition 1 indicates that the ap-
proximation incurred in Section III, i.e., replacing the highly
nonlinear by the quadratic , might not be a good
approximation if is not satisfied. We have also ob-
served empirically in our simulations (not shown due to space
limitation) that when more than tones are corrupted, the
performance of the proposed scheme degrades considerably. In-
terference on more subcarriers can be handled by increasing,
or process several consecutive data blocks simultaneously.
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