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Abstract—Space-time coding has been receiving much attention
recently due to its potentials offered by fully exploiting the spa-
tial and temporal diversities of multiple transmit and receive an-
tennas. A differential space-time modulation (DSTM) scheme was
recently proposed for demodulation without channel state infor-
mation, which is attractive in fast fading channels where accurate
channel estimates are difficult to obtain. However, this technique is
sensitive to interference and is likely to deteriorate or even break
down in a wireless environment, where interference (including in-
tentional and unintentional jamming) signals exist. We propose a
new coding and modulation scheme, referred to as thedifferen-
tial space-code modulation(DSCM), which is interference resistant.
Our focus is on single-user communications. We show that DSCM
outperforms DSTM significantly when interference is present. This
advantage is achieved at the cost of a lower data rate or a wider
bandwidth or a combination of both. To alleviate this problem, a
high-rate DSCM (HR-DSCM) scheme is also presented, which in-
creases the data rate considerably at the cost of a slightly higher
bit-error rate (BER), while still maintaining the interference sup-
pression capability.

Index Terms—Interference suppression, smart antennas,
space-time coding, spread spectrum, wireless communications.

I. INTRODUCTION

T HE CAPACITY of a wireless communication system
can be increased drastically by employing multiple

transmit/receive antennas [1], [2]. Traditionally, spatial di-
versity was mainly exploited by receivers. In fact, receiver
antenna diversity is being used by base stations to improve the
reception in current cellular systems. Yet, transmit diversity is
just beginning to attract more attention [3].

Recently, Alamouti [4] proposed a simple yet useful transmit
diversity scheme, which fully exploits the spatial diversity
offered by multiple transmit antennas and improves the overall
performance of wireless communication systems. This scheme
is one of many interesting techniques emerging in the field of
space-time coding (see, e.g., [3] and the references therein).
However, Alamouti’s method, as well as many other transmit
diversity schemes, such as those in [5]–[7], are based on the
assumption that perfect channel state information (CSI) is
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available at the receiver or at least that it can be accurately
estimated by, for example, transmitting training symbols.
Although training is a feasible approach to obtain the CSI
when the channel is stationary or changes slowly, it will incur
excessive overhead or even break down when the channel
experiences fast fading.

More recently, differential space-time modulation (DSTM)
schemes were introduced as extensions of the traditional dif-
ferential phase shift keying (DPSK) scheme [8]–[11]. DSTM
schemes obviate the need for channel estimation at the receiver
while maintaining the desired properties of space-time coding
techniques. Yet, these schemes are sensitive to interference due
to the assumption of spatially and temporally white Gaussian
noise in the receive antenna array outputs. Their performance
degrades significantly in the presence of even relatively mild
interference and breaks down completely when strong interfer-
ence exists.

In this paper, we present a new spatial/temporal coding and
modulation scheme referred to as thedifferential space-code
modulation (DSCM), wherebycode refers to the spreading
code used in this modulation scheme. The DSCM scheme
exploits the merits offered by multiple transmit and multiple
receive antennas as well as the spread spectrum technology for
interference suppression. By making use of the unitary group
codes [11]–[14], the proposed scheme entails a simple receiver
structure. By choosing appropriate spreading sequences for
DSCM, we can capture the statistics of the additive channel
noise and interference. This statistic is then used for interfer-
ence suppression by taking advantage of the degree-of-freedom
offered by the multiple receive antennas. Our focus is on
single-user communications. We demonstrate with simulation
examples that DSCM significantly outperforms DSTM when
interference (including intentional and unintentional jam-
ming) signals, especially strong ones, exist. This advantage is
achieved at the cost of a lower data rate or a wider bandwidth
or a combination of both. To alleviate this problem, we also
propose ahigh-rate DSCM (HR-DSCM) scheme, which is
an extension of DSCM when used with orthogonal spreading
sequences. HR-DSCM increases the data rate considerably at
the cost of a slightly higher bit-error rate (BER) while still
maintaining the interference suppression capability.

The remainder of the paper is organized as follows. Section II
briefly reviews the unitary group code based DSTM scheme.
Section III presents the new DSCM scheme. Extension of the
DSCM scheme to the HR-DSCM scheme is discussed in Sec-
tion IV. Simulation results are presented in Section V. Finally,
we deliver our comments and conclusions in Section VI.

1053–587X/01$10.00 © 2001 IEEE
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II. REVIEW OF DSTM

To facilitate our presentation, we first briefly review the
unitary group code based differential space-time modulation of
[8]–[11]. Let

number of transmit antennas;
number of receive antennas;
time length of a space-time code.

Let be the th space-time code to be transmitted by
the antennas over time samples. For differential space-time
coding, satisfies [11]

(1)

where denotes the conjugate transpose, is an
identity matrix, and

(2)

where is a fixed and known matrix, and is the th infor-
mation matrix, which is an element of a group of unitary ma-
trices. For example, for , the pair

(3)

is a unitary group code over the BPSK constellation
and . Each information bit pair in
corresponds to an element in.

Let be the unknown fading matrix in a flat fading
environment, and let be the additive noise matrix.
The array received data matrix has the form [11]

(4)

where with denoting the signal-to-noise ratio
(SNR) per receive antenna. Each of the elements ofand
is assumed to be independently and identically distributed com-
plex Gaussian random variable with zero-mean andunit vari-
ance, i.e.,

vec vec (5)

where vec denotes the column vector obtained by stacking
the columns of a matrix on top of each other. Then, a simple
differential receiver has the form [11]

Re tr (6)

where Re denotes the real part of the argument, and tr
denotes the trace of a matrix.

Since the additive noise is assumed to be spatially and tem-
porally white, the performance of this receiver is bound to de-
grade until complete failure in the presence of interference. In
the following, we introduce a new coding/modulation scheme
that facilitates a novel design of receivers that are interference
resistant.

III. D IFFERENTIAL SPACE-CODE MODULATION

We propose to integrate the strengths of the unitary group
code based DSTM with the spread spectrum technology

to achieve interference suppression by fully exploiting the
degree of freedom offered by the multiple receive antennas.
Throughout our discussions, we will consider the case of a
single user in the presence of unknown and arbitrary interfer-
ence signals over which we have no control.

The idea of the unitary group code baseddifferential
space-code modulationwe propose herein to transmit si-
multaneously two space-time codes over chips for the

th information matrix , where is the length of the
known spreading sequences. The different columns of the two
space-time codes and are modulated with different
spreading sequences (orthogonal or close to orthogonal). These
spreading sequences are transmittedat the same timeand are
used to separate the signals corresponding to the different
columns of the space-time codes. In this DSCM scheme,is
related to and as follows:

(7)

where either [such as the in (3)] or
. Note that DSCM is based on the intracodeword differ-

ential structure rather than the conventional time-domain differ-
ential structure.

At the th chip for the th information matrix , the receiver
array output has the form

(8)

where is the unknown fading matrix for time
interval , , denote the
known spreading sequences of length, and the interference
and noise vector . Here, denotes the arbi-
trary unknown covariance matrix of the interference and noise.
For notational simplicity, let

(9)

Then, (8) becomes

(10)

With the extra flexibility offered by the space-code modula-
tion, we can choose the spreading sequences to our advantage.
In particular, we will use the spreading sequences to capture the
statistics of the interference and noise vector and to ob-
tain an initial estimate of . Once we have this information,
we can devise a receiver that achieves interference suppression
and yet is remarkably similar in structure to the one in (6).

The DSCM scheme can be used with either orthogonal or
nonorthogonal spreading codes. However, as shown in Ap-
pendix A, using the DSCM scheme with orthogonal spreading
codes leads to a significantly simplified receiver. Receiver
design based on the DSCM scheme is discussed in detail in
Appendix A. Here, we summarize the DSCM receiver when
unit-energy orthogonal spreading codes (e.g., the Hadamard
codes) are employed as follows.
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1) Calculate the covariance matrices:

(11)

and

(12)

2) Compute the estimates of , and :

(13)

(14)

and

tr

(15)

3) Perform “pre-whitening”:

(16)

4) Determine the estimate of :

Re tr (17)

We remark that we should chooseto be larger than the
number of receive antennas so that the statistics of the inter-
ference can be reliably estimated. Yetmust be small enough
to adapt quickly to the changing channel and interference envi-
ronment. Note that the Hadamard codes employed in the DSCM
scheme have unit energy. As such, the power level of the DSCM
scheme is times of that of the DSTM scheme, given the
same value of and the same channel. For large,
. Hence, the DSCM scheme is more suitable for covert com-

munications than the DSTM scheme. Note, however, that these
advantages of the DSCM scheme are achieved at the cost of a
lower data rate or a wider bandwidth or a combination of both
due to the use of the spreading sequences.

IV. HIGH-RATE DSCM

To improve the data rate of DSCM, we can employ group
codes of larger cardinality [12]. An alternative way, which we
advocate in this paper, is to transmit several space-time code
matrices simultaneously. This leads to a modulation scheme that
we will refer to as thehigh-rate differential space-code modu-
lation (HR-DSCM). In particular, information matrices

are transmitted simultaneously as
the th block of unitary group codes. These matrices are dif-
ferentially coded according to

or (18)

(19)

...

(20)

The receiver output still has the form

(21)

However, is now given by

(22)
and, likewise, the dimension of is now . Note that
the signal power of the HR-DSCM scheme, when used with
unit-energy orthogonal spreading codes and given the same
and channel condition, is times that of DSTM. Hence,
HR-DSCM is less covert than DSCM (which has )
when . The bit rate (in bits/s/Hz) of HR-DSCM is

, where is the bit rate of DSTM and is equal to
, with denoting the number of unitary matrices

in .
Similar to the DSCM receiver, using orthogonal spreading

codes significantly simplifies the complexity of the HR-DSCM
receiver. In particular, due to the orthogonality of the spreading
codes, we can decouple the detection of the information
matrices .

Let , be the subvector of
consisting of the elements of starting from
to . For unit-energy orthogonal spreading codes, the
HR-DSCM receiver consists of the following steps:

1) Calculate the covariance matrices and as in
(11) and (12), respectively.

2) Compute the estimates of and , respectively,
as in (13)–(15).

3) Let , be the submatrix of
consisting of the columns starting from to

, and determine the estimate for each
:

(23)

4) Obtain the estimates of , as

Re tr (24)

Note that Steps 1 and 2 above are the same as those for
DSCM, except that has a larger dimension. Steps 3 and 4
above are similar to those of DSCM and are repeated
times.

The data rate of this HR-DSCM scheme is times that of
the DSCM scheme presented in Section III. In general, the BER
performance degrades asincreases. Yet a moderate value of

will only result in a slightly higher BER, as shown in Sec-
tion V. However, a large value of [such as for ]
will significantly degrade the performance of HR-DSCM. One
reason for this to occur is the bias incurred in the estimate
(see Appendix B).

V. NUMERICAL EXAMPLES

We present numerical examples to demonstrate the perfor-
mance of the proposed DSCM schemes. Five sets of examples
are given in this section:
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1) DSCM for time-invariant channels;
2) DSCM for time-varying channels;
3) HR-DSCM for time-invariant channels;
4) HR-DSCM for time-varying channels;
5) comparison between HR-DSCM and DSTM.
Unless otherwise stated, the DSCM, HR-DSCM, and DSTM

schemes considered herein are all equipped with
transmit antennas and ( in only one simulation
example) receive antennas and employ the unitary group
code over the BPSK constellation, as described by (3). The
space-time codes are constructed by using (7) for DSCM,
(18)–(20) for HR-DSCM, and (2) for DSTM. For HR-DSCM
and DSCM, is chosen to be and , re-
spectively. Unit-energy Hadamard codes are used as spreading
sequences in all simulations.

The interference and noise term in (8) is simulated as

(25)

where
additive zero-mean, unit vari-
ance, spatially, and temporally
white complex Gaussian noise;

, th interference, which is tem-
porally white complex Gaussian
random process with zero-mean
and unit variance;

, receiver array response to the in-
terfering signal with the
elements of modeled as i.i.d.
zero-mean complex Gaussian
random variables with unit vari-
ance;

, power of the th interference.
The interference-to-noise ratio (INR) for theth interference
signal is defined as , . The SNR per re-
ceive antenna for HR-DSCM is

(26)

When time-varying fading is considered, and ,
are changed to and ,

, respectively, which change from time
sample to time sample, according to the Jakes’ model [15].

As mentioned in Section III, is a very important parameter
for DSCM. Our simulation results show that is a rea-
sonable choice in that it is the smallestthat offers nearly the
same BER as that of a larger, such as . The results
are consistent with the theoretical studies in [16] for adaptive
arrays. In the following examples for DSCM and HR-DSCM,
the spreading sequence length is fixed to .

A. DSCM for Time-Invariant Channels

Fig. 1 shows the BERs for DSCM as a function of the SNR
for time-invariant fading channels when and .
Note that DSCM is very interference resistant.

The spreading sequences of DSCM can be used to mitigate
the effects of interferences in a way similar to matched filters.

Fig. 1. BER versus SNR for DSCM for different INRs when the channel is
time invariant.

Fig. 2. BER versusI for DSCM for different numbers of receive antennas
when the channel is time invariant, SNR= 2 dB, and INR= 30 dB.

However, using spreading sequences alone cannot achieve in-
terference suppression. In effect, the interference suppression
ability of DSCM is mainly due to the degree of freedom offered
by the multiple receive antennas as a result of estimating the
interference and noise covariance matrix. Fig. 2 shows the
BERs of DSCM as a function of, which is the number of inter-
fering signals, all of which have INR 30 dB for SNR 2 dB
and for different numbers of antennas and . As
seen there, the number of interferences that can be effectively
suppressed is , which are the spatial degrees of freedom.

B. DSCM for Time-Varying Channels

The channels in the following examples experience
time-varying fading due to the relative motions of mobiles
and/or surroundings. The time-varying fading is characterized
by the normalized Doppler frequency , where is
the Doppler frequency, and with denoting the
bandwidth.

Fig. 3 shows the BERs of DSCM as a function of the SNR
for Hz [corresponding to a vehicle moving at 75
mi/h with a carrier frequency 1.8 GHz] and KHz.
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Fig. 3. BER versus SNR for DSCM for different INRs when the channel is
time varying withf = 200 Hz andB = 512 KHz.

Fig. 4. BER versus SNR for DSCM for different INRs when the channel is
time varying withf = 200 Hz andB = 64 KHz.

Fig. 4 shows the BERs when is reduced to 64 KHz. Com-
paring Figs. 3 and 4 with Fig. 1, we observe that as expected, a
larger bandwidth (higher data rate) makes DSCM more robust
against time-varying fading channels than a narrower bandwidth
(lower data rate).

Fig. 5 shows the BER performance of DSCM as a function
of for various INRs when , SNR 2 dB, and
KHz. The maximum is 400 Hz, which corresponds to a
vehicle moving at 55 mi/h with a carrier frequency 5 GHz.
Note that as increases, the performance of DSCM degrades
when strong interference exists. Additional simulations show
that as expected, when varies with , the number of
interferences that can be effectively suppressed by DSCM de-
creases as a function of . This is because the interferences
no longer have fixed receiver array responses but time-varying
ones. Hence, the receive antenna array can no longer form nulls
at fixed , . The situation can be improved
by employing a larger receive antenna array.

Fig. 5. BER versus Doppler frequency for DSCM for different INRs when the
channel is time varying withf = 200 Hz,B = 64 KHz, and SNR= 2 dB.

Fig. 6. BER versusP for HR-DSCM for different interference numbers when
the channel is time invariant and INR= 30 dB.

C. HR-DSCM for Time-Invariant Channels

As shown in Appendix B, the estimate of will be zero for
unit-energy orthogonal sequences when . Hence, the
maximum in the simulations is selected to be 14 for .
The minimum is 2, corresponding to the case of DSCM.
Fig. 6 illustrates the BERs of HR-DSCM as a function of
for time-invariant fading channels for different numbers of in-
terferences when each interference has INR30 dB. The trans-
mitted power is chosen such that SNR2 dB for (the
DSCM case). Note that the SNR (defined as the ratio of the
transmitted signal power to the noise power) for HR-DSCM is

. Fig. 6 shows that the performance of HR-DSCM de-
grades only slightly, even when is as large as 10. This implies
that we can still achieve interference suppression even when the
data rate is increased significantly.

D. HR-DSCM for Time-Varying Channels

Fig. 7 is similar to Fig. 6, except that the channel is now time
varying with Hz and KHz. We note that the
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Fig. 7. BER versusP for HR-DSCM for different interference numbers when
the channel is time varying withf = 200 Hz,B = 64 KHz, and INR= 30

dB.

performance of HR-DSCM degrades similarly to that of DSCM
for time-varying channels.

E. Comparison Between HR-DSCM and DSTM

To show the performance of the HR-DSCM scheme in
another perspective, we present comparison with the DSTM
scheme employing error-correction coding, which is referred
to as EC-DSTM. In the comparison, we use HR-DSCM with

and to be compared with EC-DSTM for time-in-
variant channels. The comparison between HR-DSCM and
EC-DSTM is based on the same bit rate (due to error-correction
coding for EC-DSTM), SNR, and INR. (Note that EC-DSTM
is a somewhat arbitrary approach to match the bit rates of the
two schemes.) When the code shown in (3) is employed, the bit
rate is 1/2 bits/s/Hz for HR-DSCM and 1 for DSTM. Therefore,
to achieve the same net bit rate for EC-DSTM and HR-DSCM,
the bit stream in the EC-DSTM system is encoded by using a
convolutional code with rate 1/2 [17].

Fig. 8 shows the BERs of HR-DSCM and EC-DSTM as
a function of the SNR for different INRs with when
the channel is time invariant. Note that in the presence of
interference, HR-DSCM offers much better performance than
EC-DSTM. (Note that the reason that EC-DSTM performs
better than HR-DSCM at higher SNR in the absence of inter-
ference is due to the underlying error correcting code.)

VI. CONCLUSIONS

We have proposed a new spatial and temporal coding/modu-
lation scheme, which is referred to as thedifferential space-code
modulation(DSCM). We have shown that at the cost of a lower
data rate or wider bandwidth or a combination of both, DSCM
significantly outperforms DSTM when interferences, especially
strong ones, are present. Moreover, the DSCM scheme requires
less transmission power and hence is more suitable for covert
communications. We have also extended the DSCM scheme to
obtain a high-rate DSCM scheme that increases the data rate
considerably at the cost of a slightly higher BER while still
maintaining the interference suppression capability.

Fig. 8. BER versus SNR comparison between HR-DSCM and EC-DSTM for
different INR’s whenI = 1.

APPENDIX A
DERIVATION OF THE DSCM RECEIVER

In this Appendix, we give a detailed derivation of our DSCM
receiver for . The DSCM receiver we derive below is
not an exact maximum likelihood (ML) receiver since it appears
difficult to obtain an exact ML receiver under the stochastic
channel assumption.

Note that

(27)

where , which is due to the prop-
erties of the unitary group codes. When , we have

. Hence

(28)

We also have

(29)

which is also due to the properties of the unitary group codes.
The log-likelihood function of

(30)

is proportional to

tr

(31)
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Then, the problem of estimating and becomes similar to
the one considered in [18].

Let

(32)

(33)

and

(34)

Equation (31) becomes

tr

(35)

Then, the ML estimates of and , respectively, are

(36)

and

(37)

Note that

(38)

Let

(39)

We have

vec vec

vec (40)

where we have used vec vec . For the
in (40), we have

(41)

Consider the structure of

(42)

We have

vec vec (43)

which means we have

vec (44)

where

(45)

In the above derivation, we have used the fact that vec
. At this step, we can use the following equation to es-

timate :

tr vec vec (46)

To estimate the transmission power, we also have

tr tr (47)

This means that

tr (48)

Therefore, we have the estimate of as

tr tr (49)

To speed up the computation, we need to exploit the special
structure of the spreading sequences. For unit energy orthogonal
sequences (such as the Hadamard code), we have

(50)

Therefore, (36) and (37) will become, respectively

(51)

and

(52)
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Denote

(53)

and

vec vec (54)

We have approximately

(55)

This is because

(56)

From (43) and the fact that vec , we have

vec (57)

where , and

(58)

Now, we calculate the determinant and inversion of. First

(59)

which means that is independent of ! In the above deriva-
tion, we have used the fact that whenever
the dimensions of and are conformable. Then

(60)

where

(61)

Replacing the above with the in (49) yields

tr vec vec

(62)
Dividing into two submatrices, i.e.,

, we have

vec vec (63)

Hence

vec vec
(64)

and

tr vec vec

vec vec

tr

tr

(65)

We only need to consider the terms involving , i.e.,

tr

Re tr

Re tr (66)

As a result, we have

Re tr (67)
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APPENDIX B
PROPERTIES OF

In this Appendix, we examine the properties of . We con-
sider the high-rate DSCM scheme and unit energy orthogonal
spreading sequences. Note that

(68)

From the definition, we have

Re

Re (69)

and

(70)

Using (70), we have

Re (71)

Hence

(72)

where we have used the fact that ,
, which is determined by the definition of ,
. Hence

(73)

This means that when the number of columns of is large,
will be seriously biased. In the extreme case of ,

. This is due to the fact that ,
when .
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