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A B S T R A C T

This paper examines the target detection problem for a passive multistatic radar employing illuminators of opportunity (IOs), where the receivers are contaminated by non-negligible noise and direct-path interference (DPI). A parametric approach is proposed by modeling the unknown signal transmitted from the IO as an auto-regressive (AR) process whose temporal correlation is jointly estimated and exploited for passive detection. The proposed solution is developed based on the generalized likelihood ratio test principle, which involves non-linear estimation that is solved by using the expectation-maximization (EM) algorithm. We also discuss the initialization of the EM algorithm and the joint adaptive model order estimation for the AR process without using any training signal. In addition, we extend several conventional passive detectors, which were introduced by assuming no DPI is present, to provide them with an ability to handle the DPI problem. A clairvoyant matched filtering (MF) detector is derived as well assuming the knowledge of the IO waveform. Extensive simulation results are presented, using simulated waveforms whose temporal correlation can be easily controlled, as well as practical IO waveforms transmitted by frequency modulation (FM) radio. The results show that the proposed EM-based passive detector outperforms conventional passive detectors due to the exploitation of the waveform correlation.

1. Introduction

By exploiting non-cooperative illuminators of opportunity (IOs), such as radio, television, and cellular signals, passive radar can detect and track targets of interest without requiring a dedicated transmitter [1–5]. Passive radar has several advantages compared with an active system, including its covertness, because of the lack of a transmitter. It is easier to deploy a passive radar without incurring additional spectrum usage. Furthermore, a passive radar can readily employ a multistatic configuration by accessing multiple IOs at different locations, which leads to spatial diversity and improved sensing capabilities [6,7].

Passive sensing is more challenging than its active counterpart. A primary reason is that the IO waveform is unknown to the receiver. There are two general approaches to deal with the unknown IO waveform. The first is to treat the IO waveform as a determinis-
this category is to treat the samples of the waveform as independent and identically distributed (i.i.d.) Gaussian variables, i.e., the waveform correlation is neglected. Two stochastic passive detectors were derived based on this idea in [11], under the assumption that the noise power is either known or unknown. In [16,17], two-channel passive detection problems of known-rank signals were considered, where the RC and SC were both equipped with multiple antennas and the IO waveforms were treated as temporally white complex Gaussian signals. Due to coding, modulation, pulse shaping, propagation effects, etc., the IO waveform is in general correlated and such correlation can be exploited to improve passive sensing performance. Along this line, [18] considered the problem of estimating the delay and Doppler frequency of a target signal in passive radar by modeling the IO waveform as a correlated Gaussian process with known correlation. In practice, the correlation is unknown and has to be estimated. In addition, the correlation may change over time. Therefore, it would be of interest to develop techniques that can adaptively estimate the correlation and use it for passive detection and estimation.

Another challenge in passive sensing is the need to deal with the direct-path interference (DPI), which is the direct transmission from the IO source to the passive receiver. The DPI is generally significantly stronger (by many tens to even over a hundred dB) compared to the target echo [19,20]. The effect of the DPI on the CC detector was analyzed in [9], which showed that a modest level of DPI can significantly degrade the detection performance of the CC. As such, a passive radar has to employ some interference cancellation technique, such as an adaptive antenna with a null formed in the direction of the IO, and/or a temporal filter that employs the reference signal in the RC to cancel the DPI [21–24]. Despite such cancellation, some residual DPI may still exist due to, e.g., limited array size and null depth [25]. As a result, the DPI may still be at a non-negligible power level compared with the target echo.

In this paper, we examine the target detection problem for a passive multistatic radar system, where the receivers are contaminated by non-negligible noise and DPI. We propose a parametric approach that models the unknown IO signal as an autoregressive (AR) process, whose temporal correlation is estimated and exploited online for passive detection. We develop a solution using the generalized likelihood ratio test (GLRT) framework. Since the maximum likelihood estimates (MLEs) of the unknown parameters required by the GLRT cannot be obtained in closed form, we resort to an expectation-maximization (EM) procedure [26] to find these estimates. The initialization of the EM algorithm is discussed as well. We also examine adaptive joint model order selection for the AR process, parameter estimation, and detection. Additionally, we extend several well-known passive detectors, which originally assume the absence of DPI, to provide them with the ability to handle the DPI problem. For benchmarking, a clairvoyant MF detector is derived with the knowledge of the IO waveform. Extensive simulation results are presented to illustrate the effectiveness of the proposed detector relative to several representative solutions. These results are obtained using simulated waveforms whose temporal correlation can be easily controlled to examine the impact of the waveform correlation on passive detection, as well as practical IO waveforms transmitted by a frequency modulation (FM) radio.

The remainder of the paper is organized as follows. In Section 2, we present the system model and formulate the problem of interest. In Section 3, the proposed GLRT like detector is derived. Extensions of conventional detectors and the benchmark detector are presented in Section 4. Numerical results and discussions are included in Section 5, followed by conclusions in Section 6.

---

1 Strictly speaking, the proposed detector is not an exact GLRT because of the use of the EM estimates instead of the exact MLEs. With some notational abuse, the proposed detector will be referred to as the GLRT for simplicity.
where $r_k$ is the $k$th bistatic delay given by $r_k = t_k - d_k$ and $\alpha_k = \alpha_k e^{j2\pi f_d t_k}$.

We assume that $x(t)$ has a duration of $T$ seconds, e.g., due to the framed transmissions employed by the IO, in which case $T$ represents the frame duration. The observation interval $T_0$ is selected such that $T_0 \geq T + t_{\text{max}}$, where $t_{\text{max}}$ denotes the maximum bistatic delay that can be tolerated by the system. We sample each channel using a sampling frequency $f_s \geq 2(B + f_{\text{max}})$. where $B$ denotes the bandwidth of the signal $x(t)$ and $f_{\text{max}}$ is the maximum Doppler frequency of the target that is designed detectable by the system. Suppose $M$ samples are collected for each channel over the observation window $T_0$, i.e., $T_0 = MT$, where $T_0 = 1/f_s$ denotes the sampling interval. Let $y_k$, $x$, and $n_k$ be $M \times 1$ vectors formed by $M$ adjacent samples of $y_k(t)$, $x(t)$, and $n_k(t)$, respectively.

In addition, the $M$-point discrete Fourier transform (DFT) matrix $T$ has entries $[T]_{p,q} = e^{-j2\pi (p-1)(q-1)/M}, p, q = 1, 2, \ldots, M$, with the frequency domain sample spacing $\Delta f = \frac{1}{T_0}$. and $W(x)$ is a diagonal matrix with diagonal entries $[W(x)]_{p,p} = e^{j2\pi (p-1)x}, p, q = 1, 2, \ldots, M$. The discretized model can be written as [13,27]

$$y_k = \beta_k x + \alpha_k D(t_k, f_k)x + n_k, \quad k = 1, 2, \ldots, K,$$  

(3) where the channel noise $n_k$ is a zero-mean white Gaussian noise with variance $\sigma_k$ and

$$D(t_k, f_k) = W(f_k T_0)T^H W(-r_k \Delta f)T.$$  

(4)

In this paper, the signal waveform $x$ is modeled as a correlated stochastic process with unit average power per sample. The temporal correlation of the waveform is usually unknown. In particular, we use an auto-regressive (AR) model to fit the stochastic IO waveform where the temporal correlation is parameterized by the AR coefficients and the zero-mean driving noise variance. The AR model has been widely used to model various correlated random processes in speech processing [28], wireless channel estimation [29], radar clutter modeling and cancellation [30,31], etc. A $p$th order AR process is described by

$$x(n) = -\sum_{p=1}^{N} a(p)x(n-p) + w(n), \quad n = 1, 2, \ldots, N,$$  

(5) where $N = \lfloor T_0 / T \rfloor + 1 \leq M$ is the number of the non-zero IO signal samples out of $M$ observations, and $w(n) \sim \mathcal{CN}(0, \sigma^2)$ is the zero-mean driving noise. Consequently, $x$ is a zero-mean Gaussian vector with covariance matrix $\Sigma_x(\sigma^2)$ which is parameterized by $a \triangleq [a(1), a(2), \ldots, a(p)]^T$ and $\sigma^2$. The covariance matrix is Hermitean, Toeplitz, and fully determined by the auto-correlation function (ACF) sequence $[r(n)]$ as

$$\begin{bmatrix}
    r_0(0) & r_0(1) & \cdots & r_0(M-1) \\
    r_1(0) & r_1(0) & \cdots & r_1(M-2) \\
    \vdots & \vdots & \ddots & \vdots \\
    r_{M-1}(0) & r_{M-2}(0) & \cdots & r_{0}(0)
\end{bmatrix}.$$  

The ACF sequence is related to the AR parameters $a$ and $\sigma^2$ by the Yule-Walker equation [32]

$$r_k(n) = \begin{cases} 
-\sum_{p=1}^{N} a(p)r_k(n-p) & \text{for } n \geq 1 \\
-\sum_{p=1}^{N} a(p)r_k(-p) + \sigma^2 & \text{for } n = 0
\end{cases}.$$  

(6) where $r_k(n) = r_k^*(n)$ for $n < 0$. Note that $r_k(0) = 1$ due to the unit power assumption for the IO signal. The problem of interest is to determine if a target is present in the cell of interest (test cell) using the observations $[y_k]$. For each cell under test, the detection problem can be described by the following composite binary hypothesis test [10,11,13,14,33]:

$$H_0 : y_k = \beta_k x + n_k, \quad k = 1, 2, \ldots, K.$$  

(7) where the unknown parameters are the AR coefficients $\alpha, \sigma^2, \beta = [\beta_1, \beta_2, \ldots, \beta_K]^T$, $\alpha = [\alpha_1, \alpha_2, \ldots, \alpha_K]^T$, and $\eta = [\eta_1, \eta_2, \ldots, \eta_K]^T$.

In radar detection problem, it is customary to divide the uncertainty region of the target delay and Doppler frequency into small cells and each cell is tested for the presence of a target [34]. Therefore, for each cell under test, $D(t_k, f_k)$ is known because the delay and Doppler associated with that cell is known and will be denoted as $D_k$.

3. Proposed detector

In this section, we develop a GLRT like detector for the passive multistatic detection problem (7). The GLRT principle requires the maximum likelihood estimates (MLEs) of the unknown parameters under both hypotheses. Let the observations from $K$ receivers be vectorized as $y = [y_1^T, y_2^T, \ldots, y_K^T]^T$. We can rewrite the detection problem (7) as

$$H_1 : y \sim \mathcal{CN}(0_{MK}, C_1(\alpha, \beta, \eta, \sigma^2)), \quad H_0 : y \sim \mathcal{CN}(0_{MK}, C_0(\alpha, \beta, \eta, \sigma^2)),$$  

(8) where the covariance matrix is given by

$$C_j(\alpha, \beta, \eta, \sigma^2) = \left\{ \begin{array}{ll} \beta(\beta^H) \otimes C_0(\alpha, \sigma^2) + \left[ (\beta \sigma^2 \hat{\eta}) \otimes C_0(\alpha, \sigma^2) \right] \hat{D}^H \\
+ D(\sigma^2 \hat{\eta}) \otimes C_0(\alpha, \sigma^2) + C_0(\eta) \\
+ D(\sigma^2 \hat{\eta}) \otimes C_0(\alpha, \sigma^2) \end{array} \right\} \hat{D}^H,$$  

(9) with block diagonal matrices $C_0(\eta) = \text{diag}[\eta] \otimes I_M$ and $D = \text{diag}[D_1, D_2, \ldots, D_K]$. Then, the GLRT is given by

$$\max_{\alpha, \beta, \eta, \sigma^2} P_1(y|\alpha, \beta, \eta, \sigma^2) \quad \frac{\psi}{\psi_0} \quad \frac{\psi_0}{\psi},$$  

(10) where $p_1(y|\alpha, \beta, \eta, \sigma^2)$ and $p_0(y|\beta, \eta, \sigma^2)$ denote the likelihood functions under $H_1$ and $H_0$, respectively. The two maximum likelihood estimation problems in (10) do not have closed-form solutions. A brute force search over the multi-dimensional parameter space is computationally intensive. Therefore, we resort to the EM algorithm to solve the maximum likelihood estimation problems, and the estimates are used in the GLRT detector.

To apply the EM algorithm under each hypothesis, the first step is to specify the “complete” data $z$, which includes the observed data $y$ (regarded as the “incomplete” data) [26]. In our case, the “complete” data is specified as

$$z = [x^T, y^T]^T.$$  

(11) After determining the “complete” data, the EM algorithm starts with an initial guess of the unknown parameters, $\hat{\theta}^{(0)}(\hat{\theta}^{(0)} = [\alpha, \beta, \eta, \sigma^2])$ under $H_1$; $\hat{\theta}^{(0)}$ under $H_0$. Given the latest update for the parameter estimation after $l$ iterations, $\hat{\theta}^{(l)}$, the $(l + 1)$th iteration consists of an expectation step (E-step) followed by a maximization step (M-step):

**E-step:**

$$Q(\theta; \hat{\theta}^{(l)}) = E_{y|\theta} \left\{ \log p(z|\theta) \right\}.$$  

(12)

**M-step:**

$$\hat{\theta}^{(l+1)} = \arg \max_{\theta} Q(\theta; \hat{\theta}^{(l)}).$$  

(13)

The E-step is intended to find the expectation of the log-likelihood function (LLF) of the “complete” data $z$, which is taken
with respect to the signal waveform \( x \) and conditioned on observations \( y \) given \( \hat{\theta}^{(l)} \). The M-step is intended to maximize the expectation with respect to the unknown parameters. This iteration cycle is repeated until the algorithm converges, e.g., when the following inequality holds for some small tolerance \( \epsilon \):
\[
\left\| \hat{\theta}^{(l+1)} - \hat{\theta}^{(l)} \right\| < \epsilon.
\] (14)

In the following, we discuss the details of using the EM algorithm to find estimates of the unknown parameters under the two hypotheses.

3.1. Parameter estimation under \( \mathcal{H}_1 \)

Here, we derive the MLEs of the unknown parameters under \( \mathcal{H}_1 \) by assuming knowledge of the AR model order \( P \). In Section 3.5, we will discuss how to determine the AR model order through standard model order selection criteria.

It is shown in Appendix A that, for the \((l+1)\)th iteration, the M-step (13) under \( \mathcal{H}_1 \) is equivalent to
\[
\hat{\theta}^{(l+1)} = \arg \min_{\theta} Q_1(\theta; \hat{\theta}^{(l)}),
\] (15)
where
\[
Q_1(\theta; \hat{\theta}^{(l)}) = (M - P) \ln \sigma^2 + \frac{\hat{\Delta}_1^{(l)}(\alpha)}{\sigma^2} - \sum_{k=1}^{K} \left( \frac{M \ln \eta_k + \hat{\Delta}_2^{(l)}(\alpha_k, \beta_k)}{\eta_k} \right),
\] (16)
with
\[
\hat{\Delta}_1^{(l)}(\alpha) = \mathcal{C}_2^{(l)} + (\mathcal{C}_6^{(l)})^H \mathcal{A} + \mathcal{A}^H \mathcal{C}_6^{(l)} + \mathcal{A}^H \mathcal{C}_7^{(l)} \mathcal{A},
\] (17)
\[
\hat{\Delta}_2^{(l)}(\alpha_k, \beta_k) = \left\| \mathbf{y}_k \right\|^2 + \left( |b_{1,k}|^2 + |\alpha_k|^2 \right) c_{1}^{(l)} + 2\Re \{ \mathbf{b}_0 \mathbf{b}_k^* c_{2,k} - \beta_k c_{3,k}^* - \alpha_k c_{4,k}^* \}.
\] (18)

From (16), it can be seen that the unknown parameters are well separated into \( K + 1 \) subsets, i.e., \( \{ \alpha, \sigma^2 \} \) and \( \{ \alpha_k, \beta_k, \eta_k \} \) for \( k = 1, 2, \ldots, K \). The cost functions (17) and (18) are quadratic with respect to \( \{ \alpha \} \) and \( \{ \alpha_k, \beta_k \} \), respectively, and thus admit closed-form solutions. Through standard manipulations, we have
\[
\hat{\alpha}^{(l+1)} = \left( \mathcal{C}_7^{(l)} \right)^{-1} \mathcal{C}_6^{(l)},
\] (19)
\[
\hat{\sigma}^{2(l+1)} = \frac{1}{M} \left( \hat{\mathcal{C}}_2^{(l)} - (\mathcal{C}_6^{(l)})^H (\mathcal{C}_7^{(l)})^{-1} \mathcal{C}_6^{(l)} \right),
\] (20)
\[
\hat{\alpha}_k^{(l+1)} = \frac{\left( \mathcal{C}_6^{(l)} \right)^H \mathcal{C}_1^{(l)} \mathbf{b} - \mathcal{C}_2^{(l)} \mathcal{C}_3^{(l)}}{(\mathcal{C}_1^{(l)})^2 - |\mathcal{C}_2^{(l)}|^2},
\] (21)
\[
\hat{\beta}_k^{(l+1)} = \frac{\mathcal{C}_1^{(l)} \mathbf{b}^* - \mathcal{C}_2^{(l)} \mathcal{C}_3^{(l)}}{(\mathcal{C}_1^{(l)})^2 - |\mathcal{C}_2^{(l)}|^2},
\] (22)
\[
\hat{\eta}_k^{(l+1)} = \frac{1}{M} \hat{\mathcal{C}}_2^{(l)} \beta^{(l+1)}_{k} \hat{\theta}^{(l+1)}_k.
\] (23)

3.2. Parameter estimation under \( \mathcal{H}_0 \)

Under \( \mathcal{H}_0 \), the received data is free of target echoes, and the unknown parameters are \( \mathcal{H}_0 = \{ \beta, \sigma, \alpha^2 \} \). The MLEs under this hypothesis can be obtained by repeating the steps under \( \mathcal{H}_1 \) with \( \alpha \) set to zero. As a result, we have
\[
\hat{\beta}_k^{(l+1)} = \frac{\mathcal{C}_1^{(l)} \mathbf{b}^*}{(\mathcal{C}_1^{(l)})^2},
\] (24)
\[
\hat{\sigma}_k^{(l+1)} = \frac{1}{M} \hat{\mathcal{C}}_2^{(l)} \beta^{(l+1)}_{k} \hat{\theta}^{(l+1)}_k.
\] (25)

while \( \hat{\alpha}^{(l+1)} \) and \( \hat{\sigma}^{2(l+1)} \) have the same expressions as in (19) and (20), respectively. It is worth mentioning that, when conducting the E-step calculations in this case, \( \hat{\theta}^{(l)} \) should also be treated as zero.

3.3. Parameter initialization

In this section, we discuss an initialization method that can be used to start the EM algorithm. First, the EM algorithm requires an initialization of the waveform covariance matrix which depends on the AR coefficients \( \mathcal{A} \) and the variance \( \sigma^2 \) of the driving noise. The covariance matrix is initialized as \( \hat{\mathcal{C}}_k^{(0)} = \mathbf{I}_M \) under both hypotheses. In other words, the waveform correlation is ignored for the start-up of the EM algorithm. Next, we discuss the initialization of the related channel parameters, including the amplitudes and the channel noise variances. The initialization of these parameters is based on a principal eigenvector (PEV) method, which is detailed in Section 4.1. First, we use the PEV method to obtain an initial estimate of the waveform \( \mathbf{x} \), and then coarse estimates of the amplitudes and channel noise variances are obtained through cross-correlation. Denote the waveform estimates under \( \mathcal{H}_1 \) and \( \mathcal{H}_0 \) as \( \mathbf{x}_k \) and \( \mathbf{x}_0 \), respectively. We initialize the amplitudes and the channel noise variances under \( \mathcal{H}_1 \) as \( [18] 
\[
\hat{\mathbf{a}}^{(0)}_k = \frac{b_2 b_{4,k} - b_{1,k} b_{3,k}}{b_2^2 - |b_{3,k}|^2},
\] (26)
\[
\hat{\beta}_k^{(0)} = \frac{b_1 b_2 - b_{1,k} b_{3,k}}{b_2^2 - |b_{3,k}|^2},
\] (27)
where \( b_{1,k} = \mathbf{x}_k^H \mathbf{x}_k \), \( b_2 = \| \mathbf{x}_k \|^2 \), \( b_{3,k} = \mathbf{x}_k^H \mathbf{r}_k \mathbf{x}_k \), and \( b_{4,k} = \mathbf{x}_k^H \mathbf{r}_k^H \mathbf{y}_k \), and
\[
\hat{\eta}_k^{(0)} = \frac{1}{M} \| \mathbf{y}_k - \hat{\mathbf{a}}^{(0)}_k \mathbf{x}_k - \hat{\beta}_k^{(0)} \mathbf{x}_0 \|_2^2.
\] (28)

Under \( \mathcal{H}_0 \), we have
\[
\hat{\beta}_k^{(0)} = \frac{\mathbf{x}_0^H \mathbf{y}_k}{\| \mathbf{x}_0 \|^2},
\] (29)
and
\[
\hat{\eta}_k^{(0)} = \frac{1}{M} \| \mathbf{y}_k - \hat{\beta}_k^{(0)} \mathbf{x}_0 \|_2^2.
\] (30)

3.4. Detection algorithm

From the derivations in Sections 3.1 and 3.2, we notice that the M-step of the EM-based estimation algorithm consists of two estimation processes. The first deals with estimating the coefficients related to the AR model, i.e., \( \mathcal{A} \) and \( \sigma^2 \), and the second one is for amplitude and channel noise variance estimation. The former is obtained by least-squares (LS) via (19). Another popular method for AR coefficient estimation is the auto-correlation (AC) method [35], which tends to perform better for our problem. For easy reference, the AC method is briefly summarized in Appendix B.

Once the EM iteration converges, let \( \hat{\theta}_1 = \{ \hat{\mathbf{a}}, \hat{\beta}, \hat{\eta}_1, \hat{\sigma}^2 \} \) and \( \hat{\theta}_0 = \{ \hat{\beta}_0, \hat{\eta}_0, \hat{\sigma}_0^2 \} \) be the final estimates of the unknown parameters under \( \mathcal{H}_1 \) and \( \mathcal{H}_0 \), respectively. The proposed detector can be written as
\[
\mathcal{L} = \log p_1(\mathbf{y}; \hat{\theta}_1) - \log p_0(\mathbf{y}; \hat{\theta}_0)
\] 
\[= \mathbf{y}^H \left[ \mathbf{C}_1 \left( \hat{\theta}_0 \right) - \mathbf{C}_1 \left( \hat{\theta}_1 \right) \right] \mathbf{y}
\]
\[
\begin{align*}
    \text{Algorithm 1} \quad & \text{Proposed detector.} \\
    \text{Input:} & \quad K \text{-channel observations } \mathbf{y}, \text{ AR model order } p, \text{ a specific delay-Doppler cell, initial guess of the parameters } \hat{\theta}^{(0)}, \text{ and convergence tolerance } \epsilon. \\
    \text{Output:} & \quad L \text{ as computed by (31).} \\
    \text{Estimation of } \theta = \{\alpha, \beta, \eta, \mathbf{a}, \sigma^2\} & \text{ under } \mathcal{H}_1: \\
    \text{for } l = 0, 1, 2, \ldots & \text{ do} \\
    & \quad 1. \text{ Compute the results of E-step using (65)–(74) and (80)–(83).} \\
    & \quad 2. \text{ Update the estimates of unknown parameters using (19)–(23) for } k = 1, 2, \ldots, K. \\
    & \quad 3. \text{ Check the stopping condition (14).} \\
    \text{end for} \\
    \text{Estimation of } \theta = \{\beta, \eta, \mathbf{a}, \sigma^2\} & \text{ under } \mathcal{H}_0: \\
    \text{for } l = 0, 1, 2, \ldots & \text{ do} \\
    & \quad 1. \text{ Compute the results of E-step using (65)–(70), (72), (74), and (80)–(83) with } \hat{\alpha}^{(0)} = \mathbf{0}. \\
    & \quad 2. \text{ Update the estimates of unknown parameters using (19), (20), (24), and (25) for } k = 1, 2, \ldots, K. \\
    & \quad 3. \text{ Check the stopping condition (14).} \\
    \text{end for} \\
    \text{return} \\
\end{align*}
\]

The computational complexity of the proposed algorithm is dominated by the update of the posterior mean (68) and posterior correlation matrix (69) in the E-step, which involves inverting an \(MK \times MK\) matrix \(C_{yy}^{(0)}\) that is a structured matrix as defined in (9).

3.5. Model order selection

The above detector is developed under the assumption that the AR model order \(p\) is known a priori. In this section, we extend the proposed detector to provide joint adaptive model order estimation. In other words, the AR model order \(p\) is adaptively estimated from the observations. In practice, the model order can be determined by many model order selection techniques, such as the minimum description length (MDL) criterion or Akaike information criterion (AIC) [32]. Here, we consider the generalized Akaike information criterion (GAIC) due to its simplicity and accuracy [36]. Specifically, the GAIC combines the negative logarithmic likelihood function with a penalty term proportional to the model order. For our problem, the GAIC is shown as

\[
\begin{align*}
    \mathcal{H}_1 : \hat{p}_1 = & \arg \min_{p} \mathbf{y}^T C_{yy}(\hat{\theta}_1(p_1)) \mathbf{y} \\
    & + \ln \det \left\{ C_{yy}(\hat{\theta}_1(p_1)) \right\} \\
    & + \kappa (2p_1 + 5K + 1), \\
    \mathcal{H}_0 : \hat{p}_0 = & \arg \min_{p} \mathbf{y}^T C_{yy}(\hat{\theta}_0(p_0)) \mathbf{y} \\
    & + \ln \det \left\{ C_{yy}(\hat{\theta}_0(p_0)) \right\} \\
    & + \kappa (2p_0 + 3K + 1),
\end{align*}
\]

where \(\kappa\) is a user parameter chosen as \(\kappa = \frac{AM}{M - X - 1}\) in our case. Particularly, the estimates \(\hat{\theta}_1(p_1)\) and \(\hat{\theta}_0(p_0)\) are obtained using the proposed EM-based algorithms, which are dependent on the tested AR model orders under \(\mathcal{H}_1\) and \(\mathcal{H}_0\), respectively.

4. Other passive detectors and extensions

There are several passive detectors, including the energy detector (ED) [37], the generalized canonical correlation (GCC) detector [33,38], the generalized coherence (GC) detector [39], and an eigenvalue-based detector [14], which were introduced by assuming the absence of DPI. As such, they cannot be directly applied to solve our detection problem as specified in Section 2. To provide these detectors with the ability to handle the DPI, the idea is to obtain an estimate of the DPI, followed by DPI cancellation. In the following, we first briefly discuss a DPI estimator based on the principal eigenvector (PEV) of the sample covariance matrix. Then, we introduce extensions of several existing passive detectors to deal with DPI. In addition, we also discuss a clairvoyant MF detector that assumes knowledge of the source waveform and propose an implementable MF detector modified from the clairvoyant MF.

4.1. PEV method for DPI estimation

The PEV method estimates the IO waveform as the normalized principal eigenvector of the sample covariance matrix of the observations [13,14]. Under \(\mathcal{H}_0\), it is clear that an estimate of \(\mathbf{x}\) is given by

\[
\hat{\mathbf{x}} = \mathbf{v}_1(\mathbf{Y}^H) \quad (34)
\]

where \(\mathbf{Y} = [\mathbf{y}_1, \mathbf{y}_2, \ldots, \mathbf{y}_K]\) and \(\mathbf{v}_1(\cdot)\) represents the normalized principal eigenvector of a matrix. The above estimate also holds approximately under \(\mathcal{H}_1\), since in practice the DPI is stronger than the target echo which can be neglected.

4.2. Modified existing passive detectors with DPI cancellation

Here, we extend several existing detectors by adding a DPI cancellation step based on the PEV method. Once we have the estimated IO waveform, the amplitude of the DPI in the \(k\)th channel can be estimated as

\[
\hat{\beta}_k = \frac{\hat{\mathbf{x}}^H \mathbf{y}_k}{\hat{\mathbf{x}}^H \hat{\mathbf{x}}} \quad (35)
\]

Consequently, the signal after suppressing the DPI is

\[
\hat{\mathbf{y}}_k = \mathbf{y}_k - \hat{\beta}_k \hat{\mathbf{x}}, \quad k = 1, 2, \ldots, K. \quad (36)
\]

Then, \(\hat{\mathbf{y}}_k\) can be used to replace the original observation \(\mathbf{y}_k\) in the existing detectors as modified versions. For instance, the modified energy detector (mED) and modified GCC (mGCC) detector are given by

\[
\mathcal{L}_{\text{mED}} = \sum_{k=1}^{K} \|\hat{\mathbf{y}}_k\|^2 \geq \gamma_{\text{mED}}, \quad (37)
\]

and

\[
\mathcal{L}_{\text{mGCC}} = \lambda_1(\hat{\mathbf{Y}}^H \hat{\mathbf{Y}}) \geq \gamma_{\text{mGCC}}, \quad (38)
\]

respectively, where \(\hat{\mathbf{Y}} = [\mathbf{r}_1^H \mathbf{y}_1, \mathbf{r}_2^H \mathbf{y}_2, \ldots, \mathbf{r}_K^H \mathbf{y}_K]\) and \(\lambda_1(\cdot)\) is the principal eigenvalue of a \(K\)-dimensional matrix. The mED and the mGCC detector are used for comparisons in our simulations; other modified detectors can be formulated in a similar way.
4.3. A Clairvoyant matched filter in the presence of DPI

For comparison purposes, we also derive a clairvoyant MF detector under the GLRT framework. The detector is clairvoyant because it assumes the IO waveform is known and serves as an upper bound for all passive detectors considered in this paper. The likelihood function under $\mathcal{H}_1$ can be written as

$$p(y|\alpha, \beta, \eta) = \frac{1}{\pi^{MK} \prod_{k=1}^{K} \eta_k^M} \times \exp \left\{- \sum_{k=1}^{K} \frac{|y_k - \beta_k^x - \alpha_k^x D_k^x|^2}{\eta_k}\right\}. \quad (39)$$

The MLEs of the unknown parameters are

$$\begin{bmatrix} \hat{\alpha}_{k,1}, \hat{\beta}_{k,1} \end{bmatrix}^T = (H_k^H H_k)^{-1} H_k^H y_k,$$ \quad (40)

where

$$H_k = [D_k^x, x]. \quad (41)$$

and

$$\hat{\eta}_{k,1} = \frac{1}{M} \| P_k^* y_k \|^2, \quad (42)$$

where

$$P_k^* = I - H_k (H_k^H H_k)^{-1} H_k^H.$$ \quad (43)

Under $\mathcal{H}_0$, the likelihood function is given by

$$p(y|\beta, \eta) = \frac{1}{\pi^{MK} \prod_{k=1}^{K} \eta_k^M} \times \exp \left\{- \sum_{k=1}^{K} \frac{|y_k - \beta_k^x|^2}{\eta_k}\right\}. \quad (44)$$

It is easy to show that the MLEs are given by

$$\hat{\beta}_{k,0} = (x^H x)^{-1} x^H y_k,$$ \quad (45)

and

$$\hat{\eta}_{k,0} = \frac{1}{M} \| P_k^* y_k \|^2,$$ \quad (46)

where

$$P_k^* = I - \frac{1}{\| x \|^2} x x^H.$$ \quad (47)

Finally, the clairvoyant MF detector is the GLRT obtained by using the above MLEs in the likelihood functions (39) and (44):

$$\mathcal{L}_{MF} = \prod_{k=1}^{K} \frac{\hat{\eta}_{k,0}}{\hat{\eta}_{k,1}} = \prod_{k=1}^{K} \frac{\| P_k^* y_k \|^2}{\| P_k^* y_k \|^2}. \quad (48)$$

5. Numerical simulations

In this section, numerical results are presented to illustrate the performance of the proposed techniques. In order to show the benefit of using an AR model to estimate and exploit the IO waveform correlation, we consider three implementations of the proposed GLRT. The first is referred to as the pGLRT, which stands for the parametric GLRT detector presented in Section 3 that utilizes an AR model for the IO waveform. The second, denoted as iGLRT, is an ideal GLRT that assumes knowledge of the covariance matrix $C_k$ of the IO waveform. The third, denoted as sGLRT, is the simple GLRT when the covariance matrix $C_k$ is replaced by an identity matrix, i.e., the correlation of the IO waveform is completely ignored for detection. Note that the latter two GLRT detectors do not involve an AR model as they assume a given waveform covariance.

![Fig. 2](image-url) Detection and estimation performance versus SNR with $M = 50$, $K = 3$, and DNR = 0 dB. Detection probability with (a) highly correlated waveform ($\rho = 0.9$) and (b) lowly correlated waveform ($\rho = 0.1$). (c) Normalized root mean-square error (RMSE) of waveform estimate with $\rho = 0.9$. 
matrix. As we shall see, the pGLRT is able to approach the iGLRT, while the sGLRT may experience considerable degradation by not exploiting the waveform correlation for passive detection. In addition to the GLRT detectors, we also include the clairvoyant MF of Section 4.3 as a benchmark, the modified detectors mED and mGCC of Section 4.2, as well as a modified version of the clairvoyant MF, referred to as the mMF, for comparison purposes. The mMF replaces the true waveform with the PEV estimate (34) and thus represents a practical solution.

We consider two types of IO waveforms. The first is based on a stochastic model, where we can easily control/change the waveform temporal correlation, which allows us to examine the impact of correlation on passive detection. The second is an FM waveform as transmitted by an FM radio station, which corresponds to a more realistic passive sensing scenario.

5.1 Stochastic model based IO waveform

Here, the IO waveform is generated as a correlated stochastic process with a widely used Gaussian-shaped power spectral density (PSD) [40,41]. Specifically, the temporal correlation of the random process is given by

$$r(n) = p_x \left( \frac{n}{\sigma_T^2} \right),$$

(49)

where $p_x$ denotes the average power, $n$ the correlation lag, and $\sigma_T$ the standard deviation that specifies how rapidly the waveform fluctuates in time: a large value of $\sigma_T$ implies that the waveform is highly correlated and vice versa. In our simulations, we choose $p_x = 1$ due to the unit power assumption. The IO waveform is statistically stationary with a Toeplitz covariance matrix $C$ formed by samples of the temporal correlation: $r(0), r(1), \ldots, r(N - 1)$. Note that the above random process is in general not an AR process. Therefore, by treating it as an AR process, there is a model mismatch in the proposed pGLRT detector. Nevertheless, as we shall see, the AR modeling is still able to effectively capture the temporal correlation of the random waveform, allowing us to exploit the correlation for passive detection. In the sequel, we will test different detectors under both high correlation and, respectively, low correlation scenarios, measured by the following correlation parameter

$$\rho = \frac{1}{N-1} \sum_{n=0}^{N-2} \frac{r(n+1)}{r(n)}.$$ 

(50)
The signal-to-noise ratio (SNR) is defined as
\[
\text{SNR} = \frac{1}{K} \sum_{k=1}^{K} \frac{N|x_k|^2}{M|\beta_k|}.
\]
and the DPL-to-noise ratio (DNR) is
\[
\text{DNR} = \frac{1}{K} \sum_{k=1}^{K} \frac{|N|\beta_k^2}{M|\beta_k|}.
\]

The detection probability curves versus SNR are plotted in Fig. 2 where the observation length \(M = 50\), channel number \(K = 3\). and DNR = 0 dB. In the simulations throughout this paper, the probability of detection is measured when the probability of false alarm is set to \(10^{-2}\). Two cases of different waveform correlations are considered in this scenario. From Fig. 2(a), where \(\rho = 0.9\), we see that the performance of the proposed pGLRT detector is very close to that of the iGLRT detector, and the clairvoyant MF detector is slightly better. The sGLRT detector performs about 4 dB worse than the pGLRT detector. The mED and mGCC detectors have similar performances, which are nearly 7 dB worse than the pGLRT detector. The mMF detector performs quite well for low SNR. Its degradation at high SNR is caused by the PEV estimate of the waveform. As noted in Section 4.1, the PEV estimate is based on the assumption that the DPL is strong and the target is absent, which is seriously violated at high SNR. The poor PEV estimate at high SNR has a direct impact on the mMF, which relies on the estimated waveform for signal projection. The impact on the mED and mGCC, however, is less since both are energy based detectors.

Fig. 2(b) depicts the results of a low correlation case with \(\rho = 0.1\). It is seen that the performance of the pGLRT detector can still approach that of the iGLRT detector; however, their performance gain over the sGLRT detector is not as significant as in the former case, since low correlation implies less information so that the improvement through exploiting the correlation is limited.

Fig. 2(c) shows waveform estimation performance of different estimators for the case of \(\rho = 0.9\). It should be pointed out that waveform estimation has a multiplicative ambiguity due to the fact that both the amplitude parameters, \(x_k\) and \(\beta_k\), and the waveform \(x\) in (7) are unknown. The ambiguity has to be accounted for before different waveform estimators can be compared with each other. Specifically, let \(\hat{x}\) be the waveform estimate obtained by any estimator. It is normalized as follows to remove the ambiguity: \(\hat{x} = \frac{1}{||\hat{x}||} \hat{x}\). Then, the normalized root mean-square error (RMSE), defined as \(\sqrt{\mathbb{E}\left[||\hat{x} - x||^2/||x||^2\right]}\), is used to measure the estimation accuracy. We consider the performance of the EM estimator with three implementations, namely with (1) a parametric AR model; (2) known covariance matrix \(C_2\); and (3) \(C_2 = I\), which corresponds to the EM estimator under the pGLRT, iGLRT, and sGLRT, respectively. These EM estimators are accordingly referred to as pED, iEM, and sEM, respectively. In addition, the PEV estimator of Section 4.1 is also included for comparison. Fig. 2(c) shows the normalized RMSEs of the above estimators versus SNR under the \(H_1\) hypothesis, where the simulation parameters are the same as those in Fig. 2(a). We observe that the iEM method performs the best, and the pEM method is slightly worse. The sEM method performs much worse than the pEM method, since the former does not exploit the waveform correlation. The PEV performance gets worse as the SNR increases (high SNR region), due to the increased interference strength caused by the target signal.

Fig. 3 shows the numerical results versus DNR with \(M = 50\), \(K = 3\), and \(\rho = 0.9\). Fig. 3(a)–(c) illustrate the detection performances when SNR = −5 dB, 0 dB, and 5 dB, respectively. Interestingly, it is observed that the probabilities of detection for the proposed detectors improve at high DNR. The reason is that a stronger DPI, which contains information about the waveform, helps estimate the waveform. The evidence will be illustrated in Fig. 3(d).

From these figures, we also see that the iGLRT detector performs the best, i.e., its detection probability is close to the upper bound, and the pGLRT approaches the iGLRT as DNR increases. The sGLRT detector is outperformed by the former two detectors. In the case of SNR = 5 dB, except for the mMF detector, all the remaining detectors perform well throughout the DNR region under test, with their detection probabilities close to 1. The mMF detector performs poorly at low DNR. This is again due to a mismatch: the PEV estimate assumes the presence of a strong DPL.

Fig. 3(d) shows the waveform estimation performance versus DNR in the same scenario as in Fig. 3(b). We can see that all the methods benefit from increasing DNR. From this figure, it is observed that the direct-path signal is not always an “interference” to a passive multistatic detection system. Since the DPL is a transformed replica of the IO waveform, utilizing it, instead of canceling it, can improve performance.

In Fig. 4(a), the detection performance is presented as a function of the channel number \(K\), where \(M = 20\), \(\rho = 0.5\). SNR = 0 dB, and DNR = 0 dB. All detectors are seen to benefit from increasing \(K\). In this scenario, the pGLRT detector approaches the iGLRT detector as the channel number increases, and both are very close to the clairvoyant MF. Without utilizing the waveform correlation, the sGLRT detector is outperformed by the proposed pGLRT detector. Fig. 4(b) shows the waveform estimation performance in the same setup. Obviously, the estimation performance of all methods improves as the channel number increases.

Fig. 5(a) illustrates the detection performance comparison versus the sample length \(M\), where \(K = 3\), \(\rho = 0.5\), SNR = −5 dB, and DNR = 0 dB. We can see that increasing \(M\) leads to improved detection performance for all detectors. The performance of the pGLRT detector is very similar to that of iGLRT, which is close to the clairvoyant MF performance. The sGLRT detector is much worse without exploiting the waveform correlation. In Fig. 5(b), we also observe that all methods benefit from increasing the sample length, i.e., wider observation windows.

5.2. FM waveform

Besides the stochastic waveform with the Gaussian-shaped PSD, we also employ a practical FM signal as the IO waveform to test the performance of our detectors. The message signal is an audio signal which is frequency modulated by using a built-in Matlab function “fmmod”. Since the exact covariance matrix of the FM waveform is unknown, the iGLRT detector is not included for comparison in this scenario. The detection performance versus SNR is shown in Fig. 6 where \(M = 50\), \(K = 3\), and DNR = 0 dB. We see that the performance of the proposed pGLRT detector is close to the upper bound provided by the clairvoyant MF. The sGLRT detector performs about 2 dB worse than the pGLRT detector but is slightly better than the mMF in the low SNR region. Again, the performance degradation of the mMF detector is observed at high SNR, due to the poor waveform estimate of the PEV method. The mED and mGCC detectors have similar performance, which is about 6 dB worse than the pGLRT detector.

Fig. 7 shows the detection performance versus the sample length with \(K = 3\), SNR = −5 dB, and DNR = 0 dB. Among all practical detectors, the pGLRT detector is still the one that is closest to the clairvoyant MF detector. The sGLRT detector is much worse without exploiting the correlation, especially when the sample length is small. The mMF performs slightly worse than the sGLRT but significantly better than the mED and mGCC. From these results, it is seen that the AR modeling is able to effectively capture and exploit the correlation of the FM waveform for passive detection.
6. Conclusion

In this paper, we considered the target detection problem for a multistatic passive radar system by exploiting the correlation of the IO waveform. We proposed a parametric GLRT approach, which models the waveform as an AR process, and the AR model is integrated in an EM framework for model order selection, parameter estimation, and detection. We also derived a clairvoyant MF detector, which provides a performance upper bound, and several modified detectors based on the clairvoyant MF and conventional solutions by accounting for DPI in the observations. These detectors have been extensively tested using both stochastic waveforms with a Gaussian-shaped PSD and FM waveforms as the IO signals. Numerical results show that the performance of the proposed parametric GLRT is very close to that of the clairvoyant MF detector and significantly outperforms the other detectors which ignore the IO waveform correlation.

Appendix A. Proof of (15)–(18)

Under $\mathcal{H}_1$, we have the unknown parameters $\theta = [\alpha, \beta, \eta, a, \sigma^2]$, and the likelihood function of the “complete” data $z = [x^T, y^T]^T$ can be written as

$$
p(z|\theta) = p(y|x, \theta)p(x|\theta) \approx \frac{1}{(\pi \sigma^2)^M \det[\pi C_n(\eta)]} \exp \left\{ -\frac{1}{\sigma^2} \left[ \frac{||x_P + X_P a||^2}{\sigma^2} - \sum_{k=1}^K \frac{||y_k - \beta_k x - \alpha_k D_k x||^2}{\eta_k} \right] \right\}. \tag{53}
$$

where

$$
x_m = [x(m+1), x(m+2), \ldots, x(m+M-P)]^T, \tag{54}
$$

for $m = 0, 1, \ldots, P$, and

$$
X_P = [x_{P-1}, x_{P-2}, \ldots, x_0]. \tag{55}
$$
Herein, we use the asymptotic form for the likelihood function of the waveform \( p(x|\theta) \), instead of the exact likelihood function, to avoid some cumbersome mathematical operations [32]. The LLF is thus given by

\[
\log p(z|\theta) = s_1 - s_2(x, \theta),
\]

where

\[
s_1 = [P - M(K + 1)] \ln \pi,
\]

\[
s_2(x, \theta) = (M - P) \ln \sigma^2 + \frac{\Delta_1(x, a)}{\sigma^2} + \sum_{k=1}^{K} \left( M \ln \eta_k + \frac{\Delta_2(x, \alpha_k, \beta_k)}{\eta_k} \right),
\]

with

\[
\Delta_1(x, a) = \|x_p + X_p a\|^2 = x^H_p x_p + x^H_p X_p a + a^H X_p x_p + a^H X_p a,
\]

\[
\Delta_2(x, \alpha_k, \beta_k) = \|y_k\|^2 + (|\beta_k|^2 + |\alpha_k|^2)x^H x
\]

+2N\{\alpha_k \beta_k^2 x^H x - \beta_k y^H k x - \alpha_k y^H k D_k x\}.
\]

The cost function is consequently given by

\[
Q(\theta; \hat{\theta}(i)) = s_1 - E_{x,y|\theta (i)}[s_2(x, \theta)].
\]

Note that only the second term in (61) involves the parameters to be estimated, and thus we have the following result for the M-step,

\[
\arg \max Q(\theta; \hat{\theta}(i)) = \arg \min Q_1(\theta; \hat{\theta}(i)),
\]

where

\[
Q_1(\theta; \hat{\theta}(i)) = E_{x,y|\theta (i)}[s_2(x, \theta)].
\]

Next, we find an explicit expression for \( Q_1(\theta; \hat{\theta}(i)) \). Since the vectors \( x \) and \( y \) are jointly Gaussian distributed with zero mean, the posterior mean \( x^{(i)} = E_{x,y|\theta (i)}[x] \) has a closed-form expression [42, p. 324]. By denoting the partitioned covariance matrix of \( z \) as

\[
C_z(i) = \begin{bmatrix}
C_{xx}(i) & C_{xy}(i) \\
C_{yx}(i) & C_{yy}(i)
\end{bmatrix},
\]

where

\[
C_{xx}(i) = E\{xx^H ; \hat{\theta}(i)\} = C_x(\hat{a}(i), \sigma^2(i)),
\]

\[
C_{xy}(i) = (C_{yx}(i))^H = E\{xy^H ; \hat{\theta}(i)\}
\]

\[
= (\beta(i))^H \otimes C_{xx} + C_{yy}(\hat{a}(i) \otimes I_k)^H D^H,
\]

\[
C_{yy}(i) = E\{yy^H ; \hat{\theta}(i)\} = C_y(\hat{\theta}(i)).
\]

As mentioned before, the covariance matrix \( C_x(\hat{a}(i), \sigma^2(i)) \) is formed from the ACF sequence with its first element normalized, while the ACF function is computed by the Levinson–Durbin Algorithm (LDA) and the step-down (SD) procedure. Consequently, we have the posterior mean as

\[
\hat{x}^{(i)} = E[x] + C_{xy}(i) (C_{yy}(i))^{-1} (y - E[y])
\]

\[
= C_{yy}(i) (C_{yy}(i))^{-1} y.
\]

and the posterior correlation matrix as

\[
R_{xx}(i) = E_{x,y|\theta (i)}[xx^H]
\]

\[
= \hat{x}^{(i)} (\hat{x}^{(i)})^H + E_{x,y|\theta (i)}[(x - \hat{x}^{(i)}) (x - \hat{x}^{(i)})^H]
\]

\[
= \hat{x}^{(i)} (\hat{x}^{(i)})^H + C_{xx} - C_{xy}(i) (C_{yy}(i))^{-1} (C_{yy}(i))^H.
\]

Denote

\[
c_1(i) = E_{x,y|\theta (i)}[x^H k x] = tr[R_{xx}(i)],
\]

\[
c_2(i) = \sum_{i=1}^{P} E_{x,y|\theta (i)}[x^H D_k x] = \sum_{i=1}^{P} \{D_k R_{xx}(i)\}_i
\]

\[
c_2(i) = E_{x,y|\theta (i)}[y^H k x] = y^H \hat{x}^{(i)},
\]

\[
c_4(i) = E_{x,y|\theta (i)}[y^H D_k x] = y^H D_k \hat{x}^{(i)},
\]

\[
c_6(i) = E_{x,y|\theta (i)}[x^H D_k x] = \sum_{i=1}^{M} \{R_{xx}(i)\}_i,
\]

\[
c_8(i) = E_{x,y|\theta (i)}[x^H y] = \sum_{i=1}^{M} [R_{xy}(i)\}_i.
\]
where
\[
\gamma_{ij} = E_{x_i y_i | x_i y_i} \{x_i y_i \}.
\]

and
\[
\gamma_{ij} = E_{x_i y_i | x_i y_i} \{x_i y_i \}.
\]
where
\[
\gamma_{ij} = E_{x_i y_i | x_i y_i} \{x_i y_i \}.
\]
Finally, we get the expressions shown in (16)–(18).

Appendix B. Auto-correlation method

For easy reference, the auto-correlation method for AR coefficient estimation is summarized here. The AC method employs the following cost function \[35\]
\[
\Delta_{\lambda}(x, \lambda) = |x_1 + \lambda x_2|^2 - \|x_1 + \lambda x_2\|^2 + \lambda\!
\]

(76)

where
\[
\gamma_{ij} = E_{x_i y_i | x_i y_i} \{x_i y_i \}.
\]

and
\[
\gamma_{ij} = E_{x_i y_i | x_i y_i} \{x_i y_i \}.
\]
where
\[
\gamma_{ij} = E_{x_i y_i | x_i y_i} \{x_i y_i \}.
\]

The \((i+1)\)th update of the AR coefficients is then computed by equation (19).
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