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ABSTRACT

Small group people activity recognition has attracted much
attention in computer vision community in recent years, since
it has great potential in public security applications. Com-
paring to single human activity recognition, group human ac-
tivity recognition has much more challenges, such as mutual
occlusions between different people, the varying group size,
and the interaction within or between groups. In this paper,
we propose a novel structural feature set to represent group
behavior as well as a probabilistic framework for group ac-
tivity learning and recognition. We first apply a robust multi-
ple targets tracking algorithm to track each individual in the
entire image region. Small groups are then clustered based
on the output positions of the tracker. After that, we intro-
duce a set of social network analysis based structural features
to describe the dynamic behavior of small group people in
each frame. A Gaussian Process Dynamical Model(GPDM)
is then employed to learn the temporal activity of small group
people overtime. After training, the new group activity will
be identified by computing the conditional probability with
each learned GPDM. Our experimental results indicate that
our proposed features and behavior model can successfully
capture both the spatial and temporal dynamics of group peo-
ple behavior, and correctly identify different group activities.

Index Terms— human group action recognition,social
network features, GPDM,

1. INTRODUCTION

Human action recognition has been studied for decades in the
computer vision filed. Most current human action recogni-
tion research[1, 2, 3] focus on single human action identifica-
tion, their experiment results showed most algorithms could
achieve a very high recognition rate on two popular data sets:
Weizmann human action dataset [4] and KTH human action
dataset [5]. As the importance for public safety increases,
recognizing interactions among different people, especially
small human group(around 10 people)activity recognition has
attracted much attention in human action recognition [6, 7, 8].

Different with single person action recognition, small
groups often contain much richer inter-person interactions.
Compared to crowd analysis, in which each person can be
regarded as a point in a flow, a small human group includes

much detail information about each individual in the group.
Major challenges of small group activity analysis include mu-
tual occlusions between different people, the varying group
size, and the interaction within or between groups. There-
fore small group activity recognition demands a descriptive
feature to bridge the local description of single human and
global description for crowd analysis, as well as addressing
both the spatial dynamics (varying group size) and temporal
dynamics (varying clip length).

In this paper, we propose a novel structural feature to rep-
resent group activities as well as a probabilistic framework for
small group activity learning and recognition. Our framework
consists of four stages. First, we apply a robust mean-shift
[9] based tracker to locate each individual in a small group
consequently. Second, the output coordinates of each tracker
will be clustered to different small groups. By social network
analysis based feature description, we extracted the structural
features from each video clip in the third stage. Those fea-
ture vectors contain global structure of each group as well
as local motion description of each group member, and they
all have same size regardless the different number of people
inside each group.In the last stage, the feature vectors from
each frame will form a feature matrix for each video clip. A
Gaussian process dynamical model is trained to model differ-
ent group behaviors respectively. The group activity matrix
will be projected to a low dimensional latent space and get
a compact representation. A posterior conditional probabil-
ity is compute with each trained model to identify different
group behaviors. We validate our framework on two publicly
available data set: BEHAVE data set [10] and IDIAP data set
[11].

Our main contributions are listed as follows: First of all,
we proposed a social network structure based feature set to
represent dynamical of small group people. The structural
feature characterizes both the global group distribution as
well as local motion of each individual. In addition, this
feature can keep a fixed length while handling vary number
of members in a group, which is very helpful in recogni-
tion. Secondly, we established a probabilistic framework for
human behavior classification. Different specific GPDM is
trained for each group activity, then the conditional probabil-
ity is computed for the new coming activity feature, and the
one with the highest probability is selected as the group ac-
tivity type. As there is no length constraint for input training



and testing feature, this GPDM based recognition framework
can handle video clips with different length. Therefor, our
proposed model can represent the dynamical characteristic of
the similar activities with different duration.

The rest of this paper is organized as follows: Section
2 will describe the social network based feature for action
representation. Section 3 presents the overall framework for
small group human action recognition. All the experimental
results and comparison are shown in the Section 4. Finally,
conclusion and future work are summarized in the Section 5.

2. SOCIAL NETWORK ANALYSIS BASED FEATURE
SET

As discussed in the previous section, feature extraction plays
an essential role in the small group action recognition. Most
features used for human action recognition fall into two big
categories: general low level feature and middle level fea-
ture. General low level feature includes human motion, op-
tical flow, 3D SIFT [12](Scale Invariant Feature transform)
or STIP [13](Spatial Temporal Interest Points), which are di-
rectly computed on the entire image region. General low level
features are good for single person action classification. As
small group human behavior involving interactions between
different members, it needs features capture local detail in-
formation as well as global structure description. Thus mid-
dle level feature [6], which characterizes the group structure
information above general low level feature, has been devel-
oped for small group human action recognition.

Social network analysis [14] is originally designed to
model the social structure of individuals and relationships
among people in real world societies. It maps the social
individuals or ”actors” as nodes and relationships between
them as ties into a graphic based network. Inspired by the
social network analysis, we proposed several features similar
to social network analysis to capture the dynamic properties
of a small group structure. To our best knowledge, this is the
first time that social network analysis is used to model group
behavior in the surveillance videos. Similar to the original
definitions of betweenness, Closeness, and Centrality[15, 16]
in social network analysis, we define several group structure
features for human group activity recognition.

1. group center: Suppose there are n people in a group,
group center m =

(
1
n

∑n
i=0 xi,

1
n

∑n
i=0 yi

)
is defined

as the mass center of the group.

2. motion histogram: Motion vector of a person in a group
Mt = {mi}t(i = 1, . . . , n) is defined as the position
difference of each individual between two consecutive
frames. The magnitude of mi is then accumulated into
orientation histograms and normalized at each direc-
tion. As the orientation has been divided to 8 bins,
the motion histogram is a 8-dimension vector for each
group in each frame.

3. closeness histogram: Closeness describes how close an
individual is near to all the other nodes, directly or indi-
rectly in a network. In our experiment, closeness vec-
tor Ct = {ci}t(i = 1, . . . , n) is defined as the direc-
tional vector between every two different people. Simi-
lar to motion histogram, the magnitude of c i is accumu-
lated into 8-bin orientation histograms and normalized
at each direction.

4. centrality histogram: Centrality was originally used for
describing the overall network structure based on each
node’s location in a network. Group centrality vector
Cet = {cei}t(i = 1, . . . , n) is defined as the direc-
tional vector which from the position of each person
toward the group mass center. Similar as motion his-
togram, the magnitude of ci is accumulated into 8-bin
orientation histograms and normalized at each direc-
tion.

As described above, a 26 dimensional feature vector is ex-
tracted from each frame, including group center, motion his-
togram, closeness histogram and centrality histogram. Sup-
pose the length of a group activity clip(total frame number) is
m, then the size of the feature matrix is 26×m.

3. PROPOSED FRAMEWORK FOR BEHAVIOR
CLASSIFICATION

The proposed small group activity recognition framework
consists of four stages: adaptive mean-shift tracking, small
group clustering, group feature extraction and group activities
recognition.

3.1. Adaptive Mean-shift Tracking

One of the important factor for small group human activities
analysis is the accuracy and robustness of tracking each in-
dividual in the group. As the development of multiple cam-
era systems, the accurate tracking of each individual can be
well addressed. In this paper we apply adaptive mean-shift
tracking[9] on the two data sets.

Compared to general mean-shift tracking, on-line feature
selection is applied during the adaptive mean-shift tracking.
In [9], the feature consisted of linear combination of pixel
valves at R,G,B channels: F ≡ ω1R+ ω2G+ ω3B, where
ωi ∈ [−2,−1, 0, 1, 2], i = 1, . . . , 3. By pruning all redundant
coefficients of ωi, the feature set was cut down to 49. Lin-
ear discriminative analysis (LDA) was then used to determine
the most descriptive feature for target tracking. To reduce the
computational complexity, we just update the feature set ev-
ery 50 frames instead of updating at each frame. In addition,
we extend the single mean-shift tracking algorithm for multi-
ple targets tracking. As the cameras were fixed in these two
data sets, a simple motion detector is applied to detect each
new person coming into scene. Once a person comes in the



scene, a new tracker will be allocated and track that person
overtime. Since our focus of this paper is not reliable multi-
ple targets tracking, we just reinitialize each target manually
if the tracking algorithm fails for some reason.

3.2. Small Group Clustering

After obtaining all the positions of each target, a group clus-
tering algorithm [8] will be applied to locate small groups. We
first calculate the closeness of each person and use the Min-
imum Span Tree (MST) clustering to obtain the distribution
of each group.After that, we follow the hierarchical cluster-
ing method described in [8] to locate the mass center of each
small group.

3.3. Small Group Activity Recognition

Gaussian Process Dynamical Model [17] was derived from
Gaussian Process Latent Variable Model(GPLVM) [18],
which provided a probabilistic mapping from high-dimensional
observation data to low-dimensional latent space and repre-
sented the joint distribution of observation data. The small
group activity recognition can be divided to two phases:
group activity training and group activity classification. In
the training stage, a GPDM {Λi, i = 1, . . . , n} will be trained
for each small group activity {Ai, i = 1, . . . , n}. Suppose we
have k samples of a group activity Ai, the length of each each
sample is m, then we have k feature matrices of size 26×m.
To learn a specific GPDM for Ai, we will first compute the
mean value Z̄ of k feature matrices, and utilize the mean for
training.

GPDM is applied to learn the specific trajectories of a
group activity.The probability density function of latent vari-
able X and the observation variable Z̄ are defined by the fol-
lowing equations. The basic procedure Gaussian Process Dy-
namical Model training is described as below:

1. Creating GPDM: GPDM Λ = {Z̄T , XT , ᾱ, β̄,Ω} is
created on the basis of the trajectory training data sets,
i.e. extracted structural feature, where Z̄T is the train-
ing observation data, XT is the corresponding latent
variable sets, ᾱ and β̄ are hyperparameters.

2. Jointly initializing the model parameters: The latent
variable sets and parameters {XT , ᾱ, β̄} are obtained
by minimizing the negative log-posterior function
−lnP (XT , ᾱ, β̄,Ω|Z̄T ) of the unknown parameters
{XT , ᾱ, β̄,Ω} with scaled conjugate gradient (SCG)
on the training datasets.

3. Train GPDM for each group activity: For each group
activity {Ai, i=1,. . . ,n}, repeat the procedure 1 and 2,
create a corresponding GPDM: {Λi, i = 1, . . . , n}.

After training, we have a set of GPDMs: {Λi, i = 1, . . . , n}
for the human group activities. When a new human group

activity Z� coming in, we will compute the conditional prob-
ability with respect to each trained GPDM, and select the one
with highest conditional probability.

1. Calculate the conditional probability with each trained
GPDM: For each trained GPDM {Λi}, compute X�

i

by using the learned parameters: {ᾱi, β̄i}. This can
be obtained by minimizing the negative log-posterior
function −lnp(XT , ᾱi, β̄i,Ω|Z�) with scaled conju-
gate gradient (SCG) on the training datasets. Af-
ter that, we can calculate the conditional probability

P
(
Z

(∗)
i , X

(∗)
i |Λi

)
.

2. Select the GPDM with the highest conditional proba-
bility: The new group activity can be determined by
the following equation:

argmaxi=1,...,nP
(
Z

(∗)
i , X

(∗)
i |Λi

)
(1)

As we discussed in the previous section, the length of new
observation can be different with the size of training data,
which means that the number of frames in test clips can be
different with training clips. Therefore our trained model can
address the dynamics in the temporal dimension. As the du-
ration of an activity may change under different situation, it is
important that the classifier can handle the testing sequences
with varying lengths.

4. EXPERIMENTAL RESULTS

We test our framework on two popular group activity data
sets. The first one is the recently released BEHAVE data set
[10], which contains the ground truth for each group activ-
ity. The second data set is IDIAP data set [11] , which was
originally captured for multiple human tracking.

4.1. Results on BEHAVE data set

The BEHAVE data set consists of four video clips, and
76, 800 frames in total. This video data set is recorded at
26 frames per second and has a resolution of 640× 480. Dif-
ferent activities include: InGroup, Approach, WalkTogether,
Split, Ignore, Following, Chase , Fight, RunTogether, and
Meet. There are 174 samples of different group activities in
this dataset.

As our focus is the small group activity analysis, we se-
lect 118 samples from all the group activities data set, and all
the samples contain three or more people in the scene. The
selected group activities include InGroup (IG), WalkingTo-
gether(WT), Split(S) and Fight(F) as our group activities. For
each activity, we divide the samples to ten-fold, with nine-fold
for training and one fold for testing, the classification result is
shown in the Table 1. Two of learned GPDMs are shown in
the Figure 1. Each point in the latent space indicate one of the



Fig. 1. Visualization of trained GPDMs, the left one the In-
Group, and the right one is Group Fight

Table 1. Classification results of our method
IG WT F S

Our method 94.3% 92.1% 95.1% 93.1%

feature vector in a frame. The distribution of InGroup activity
is prone to have some local clusters in the latent space, while
the distribution of GroupFight activity is similar to a random
distribution.

We also compare our results with the classification results
in [10]. As in [10], the training and testing data is divided
to 50/50, our proposed method can achieve 93.1%, compar-
ing to 92.1% of HMM based method[10]. It should be noted
that, the recognition rate is the average rate for all the activ-
ities, and the window size for calculating feature in [10] is
60. In addition, our proposed algorithm can adaptively recog-
nize human group action with different length, although the
method in [10] can reach a higher recognition rate when win-
dow size is increased to 100.

4.2. Results on IDIAP data set

IDIAP data set is firstly used in [11] for multiple targets track-
ing. The data set contains 37182 frames in total. We manually
select 46 clips with different lengths for human group activity
recognition. As there is no Fight activity in the IDIAP data
set, we just evaluate three group activities: InGroup, WalkTo-
gether,and Split. To validate the robustness of our framework,
we directly apply the trained GPDMs in the BEHAVE data set
for activity recognition on the IDIAP data set, and the overall
average classification rate is 92.3%. The expremenat results
indicate that our proposed framework is robust to identify hu-
man group activities under different scenariors.

5. CONCLUSION

In this paper, we propose a novel structural feature to describe
the small group activity. Based on the structural feature, we
also propose a Conditional Gaussian Process Dynamic Model

for group activity recognition. The proposed structural fea-
ture can be adapted to many other applications, since its dy-
namic characteristics can be used to describe different fea-
tures. The framework can also be used for abnormal group
activity detection in surveillance systems.
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