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ABSTRACT

User location can act as an additional factor of authentication in scenarios where physical presence is required, such as when making in-person purchases or unlocking a vehicle. This paper proposes a novel approach for estimating user location and modeling user movement using the Internet of Things (IoT). Our goal is to utilize its scale and diversity to estimate location more robustly, than solutions based on smartphones alone, and stop adversaries from using compromised user credentials (e.g., stolen keys, passwords, etc.), when sufficient evidence physically locates them elsewhere. To locate users, we leverage the increasing number of IoT devices carried and used by them and the smart environments that observe these devices. We also exploit the ability of many IoT devices to “sense” the user. To demonstrate our approach, we build a system, called Icelus. Our experiments with it show that it exhibits a smaller false-rejection rate than smartphone-based location-based authentication (LBA) and it rejects attackers with few errors (i.e., false acceptances).

1 Introduction

Electronic user authentication is increasingly used in the physical world, where it is frequently employed to protect financial transactions and to control access to physical spaces and vehicles. Typical means to authenticate users entry include passwords and PIN codes, tokens (e.g., smartcards), and biometrics (e.g., fingerprints). Cards are frequently used to unlock doors, mainly in offices, either through swiping the card through a reader or by proximity of an RFID-based card to the reader. Smart locks (e.g., Kevo) enable users to use their smartphone instead of a key, while an increasing number of vehicles use wireless key fobs to unlock their doors and start the engine. Credit and debit cards, and even smartphones today, also act as tokens that (usually) along with a PIN code enable users to authorize transactions.

While these advances have improved convenience and even security, they are not without problems. Fraudsters engage in various forms of deception for financial gain, like in Japan where $13m were stolen from ATMs [24]. The methods employed involve stealing, cloning, and counterfeiting credit and debit cards to perform transactions at Point of Sale (POS) [5,43]. In many countries such attacks are bolstered further by the limited deployment of PIN and chip technology [28]. Systems like Android Pay and Apple Pay, that enable users to pay with their smartphones or smart-wearables, can also be compromised if the PIN code [13,52] or biometric [1,14] used is bypassed. Door and car locks have also suffered various types of attacks including cloning RFID cards [17], relaying signals [6], and exploiting weakness in the authentication protocols [60,63].

The state of the art in authentication mandates using multi-factor authentication, that is, combining a secret, a token, and a biometric. Interestingly, card-based financial transactions already use two factors, a PIN code and a card token. Security is compromised by eavesdropping the PIN (e.g., through tampered terminals) and creating a copy of the card. In other cases, multi-factor authentication is not used correctly [8] or not used at all because of usability issues [2]. Biometrics, such as fingerprints, have also been found to be vulnerable to attacks [14,58] and to reduce utility [40,48].

Certain promising approaches employ user location as an additional factor of authentication for financial transactions [23,41,46]. They exploit the fact that users rarely get separated from their smartphones [29] and use them to either confirm the user’s location or transparently provide location as an authentication factor. These approaches can fail if the smartphone is not present or not operational [20] (e.g., due to limited battery life), which may have stifled their broad deployment. Smartphones and other portable devices have also been used as proximity-based tokens [32].

In this paper, we propose using the Internet of Things (IoT) to model user location and movement for making user location continuously available as an additional factor of authentication, independently of whether a device is available (online) when the user authenticates. In contrast to prior works in location-based authentication (LBA) works, we argue that using the increasing number of smart things that users carry, wear, drive, or even have in their body, enables more robust methods for estimating user location. In other words, it allows us to estimate the location of users despite individual devices being offline or not with them.

IoT devices can help us locate their user by reporting their location (e.g., through GPS or WiFi) or by proximity to other devices with known coordinates (e.g., wearables). Smart environments can also “observe” user things. For example, access points, smarthome hubs, etc. can report which devices are connected, fi-
nancial institutions can report when and where a credit card is used, and smart traffic lights can report the location of vehicles. However, IoT devices can do much more, they can “sense” when they are being used. For instance, wrist wearables know when they are being worn because they sense walking and/or the user’s heartbeat, and a smartphone that has just been unlocked with a PIN or fingerprint knows that the user is holding it. This is crucial in estimating whether a user is with a set of devices, as we no longer need to assume that users are de-facto with their smartphone, smartwatch, etc.

We couple location and activity data reported by devices to model users and their movement. Maintaining such a model enables us to estimate how likely it is that a user is at a particular location, without relying on any device being available and able to provide the user’s location at the moment of authentication. Moreover, it enables us to use potentially-sparse data, as certain IoT devices may only report occasionally.

Another factor differentiating this work from previous ones is the way we use location data. Querying parties are not allowed to ask for the coordinates of any user device. Instead, they can place generic queries such as “Can the user be physically present at this location?” By only allowing such queries, we inhibit “curious” services from attempting to arbitrarily locate the user. More important, to respond to queries, we rely on evidence indicating that user is not at a given location. For example, we respond negatively, only if we are confident that a user is not at a location. This strategy serves a twofold goal; first, to prevent falsely rejecting users that forget at home or have inoperable devices and, second, to prevent stolen devices from being misused to subvert the system.

To demonstrate our approach, we design and develop Icelus, a system that collects location and activity data from IoT devices to model user movement and location. Icelus can run as a service on a device of the user, such as a smarthome hub [30], or it can be hosted in the cloud [42]. To collect data, it organizes the various devices in a hierarchy, so that the ones with Internet connectivity can relay the data of the ones without to the system. Third-party systems can also provide data by directly connecting to Icelus or indirectly by forwarding notifications of certain events (e.g., the use of a credit card at a location, an entry in the user’s calendar, etc.). To alleviate privacy concerns, we also develop a privacy-preserving extension of the protocol used in Icelus that allows us to operate purely on distances, without revealing the actual locations of individual devices. At the core of the extension is a secure multi-party computation protocol that leverages additively homomorphic encryption and blinding. Finally, we evaluate Icelus by deploying it on set of devices readily available today.

Briefly, our contributions are the following:

- We propose a new approach that utilizes the IoT to estimate the location of a user and use it as an additional factor of authentication that is more robust that smartphone-only approaches.
- We develop a user movement model using the location data provided by IoT devices, which enables us to operate even when devices are not reachable.
- We define a method for determining the probability (referred to as confidence score) that the user actually is with a set of his devices, utilizing both the number of devices present and the user activities captured by device sensors.
- We develop Icelus, a prototype system that implements the proposed approach.
- We define a privacy-preserving protocol and formally establish privacy guarantees under an honest but curious attacker.
- We evaluate our approach by deploying Icelus on a set of devices readily available today and performing two field studies. Our results show that we can achieve a false-rejection rate of 4%-6%, which is lower than that of smartphone-based location-based authentication. At the same time, we are more resilient to attacks.
- We also evaluate the performance of our approach and find that it imposes negligible overhead on the devices tested of below 1%.

2 Threat Model

The attacks we aim to thwart in this paper include attempts to bypass user authentication with physical objects and terminals to gain unauthorized access to places, property, etc. of the user, as well as third-parties. Such attacks may include compromising passwords, security tokens (e.g., swipe cards and USB keys), or biometrics. We do not assume that the user’s devices have not been compromised, instead our model considers that they could be physically stolen, tampered, or remotely compromised. We rely on the scale of the IoT for resistance to subversion. Our goal is to maintain correct operation, as long as the majority of devices have not been compromised.

3 Approach Overview

We propose using the IoT to estimate where a user can possibly be and use the confidence of our estimations to augment physical security decisions. For example, if someone enters the credentials of a user at a known physical location, such as a door keypad, we want to be able to answer the question “Can the user be in front of the door at this time?” Being able to answer this question will improve security, as the presentation of credentials on physical terminals without the legitimate user being present can indicate that a credential has been stolen or compromised. Our approach can enable policies that reject credentials or request additional identification, when it is determined that the user cannot physically be at the point of authentication (e.g., activate multi-factor authentication).

3.1 Viewing the Real World Through the IoT

An increasing number of objects contain computational and networking capabilities. The Internet of Things consists of objects that are carried by users or reside in their environment. They are able to sense each other (e.g., through Bluetooth) and frequently communicate with each other. They are also able to sense the environment and their user, e.g., wrist wearables can sense the heartbeat of the wearer.

We claim that through the IoT we can glimpse into the physical world to establish the location of their users. For example, according to a study 79% of people aged 18-44 have their smartphones with them 22 hours a day [29]. Smartphones can also establish their location by using information from network base stations, GPS, and WiFi, hence, they provide a strong indicator of their owner’s location. Other objects, like tablets or modern cars, also come with Internet connectivity and GPS, but may be shared among a few people, like the owner’s family. They also provide hints, albeit weaker ones than smartphones, on the location of at least one of its usual users. These hints can be significantly strengthened, when individual users can be authenticated. For example, both iOS and Android support multiple users, and certain BMW vehicles also support driver profiles.

Certain devices, like many wearables, do not feature GPS. However, they are able to connect to other devices through a wireless protocol, like Bluetooth, WiFi, etc. Such devices provide a different type of hint regarding the location of the user; because they are usually personal devices and the connection protocols have a limited range, being able to connect, or even just establishing the presence, of one indicates that the user is nearby. For example,
paired Bluetooth devices can establish each other’s presence, while the Bluetooth Low Energy (BLE) protocol enables the same without pairing. If we can establish the location of a single device in such a cluster, we are able to “ground” it and locate the user. Similarly, it is sufficient that a single device in a cluster is able to connect, directly or indirectly, to the Internet to make this information available to other parties.

Moreover, many IoT devices are not only able to sense each other but also the user. Smartphones and tablets provide PIN-based or even biometric-based authentication, fitness wearables can establish user movement and heart rate, while smart in-body health devices, such as insulin pumps, are always on the user. Thus, they can also help detect when they are actually used by the user instead of being idle.

Hints on the location of a user are also provided by third parties that observe one of the objects that the user owns. Observations are not limited to devices; tokens, like credit cards and passwords, are also “things” that can be observed. For instance, the bank observes that the user has used a debit card at an ATM or POS, and an employer notices that the user entered his credentials at a keypad-protected office door.

An example of devices and tokens owned by users and third parties that can observe them is depicted in Fig. 1. Collecting information from user-owned devices and third-parties provides us with the locations of his things. We assume that the data are collected under the purview of the user, for example, by a service hosted on the cloud with the user retaining ownership and control of the data. Of course, estimating the location of a user’s things does not mandate that the user is necessarily with them, which raises the question: “How confident are we that the user is actually with a set of his things?” which is described in Sec. 5.

3.2 Modeling User Location and Movement

We model users through Avatars, essentially their representations in the digital world, and multiple Avatars may concurrently exist for the same user. The location of an Avatar can be updated whenever information, including location information, is received from an IoT device. Since location reporting is not continuous, due to limited resources and connectivity, user movement must also be taken into account to enable meaningful location-possibility queries at any given time. User movement speed can be estimated using recent location reports and device sensor data [37]. However, we can also model certain vehicles or modes of transportation. Users walking, driving, or cycling can attain speeds within well-established parameters. So by estimating an Avatar’s speed, we can at any point establish the range of an Avatar, i.e., without making any assumptions on its direction remaining consistent, we can define the region where it is physically possible for the actual user to be. Additional physical world characteristics, like terrain and road networks, can also be incorporated to more accurately establish the range of an Avatar. For example, when on a car, the user is limited to driving on roads. However, we do not explore them in this paper.

The advantage of modeling the user is that we can remain operational even if there are inaccuracies in the reported data, location updates are sparse, and some devices have been compromised.

3.3 Using Location in Authentication

By obtaining a set of locations where the user may be, we enable pre-authorized locations to issue binary, “yes” or “no” type queries about whether the user can be present at the registered location. The reason for such queries is to avoid leaking the location of the user unnecessarily. If the user has just presented a security token at a location (e.g., a credit card), responding “yes” would confirm that the user is at the location, without leaking any additional information. If the response is “no”, the service gains no additional information. A single third party with many pre-registered locations could attempt to maliciously narrow down the area where a user may be, by issuing multiple queries. However, such entities can be easily single out and submitted to throttling or blocked entirely. As a result, location can be made part of a security decision without actually divulging the exact coordinates of the user.

Responses can be generated using a variety of policies. For example, we may want to simply check that there are no strong indicators placing the user at a different location, essentially, looking for paradoxes (the user cannot be in two places at once). Alternatively, we may actually require evidence that the user is actually at a particular location. In this paper, we adopt and evaluate the first strategy. Particularly, we respond negatively, only if there is an Avatar that cannot be at the querying location and its confidence is over a rejection threshold. Different services may require different thresholds, as not all actions have the same gravity. For example, the wrong person entering the gym is not as a serious problem as a fraudster withdrawing $10,000 from a bank account.

3.4 An Example

We illustrate how our approach through the example shown in Fig. 2. At 8:00 AM, the user is at home with all of his devices, including a
tablet, a smartphone, sensors in his shoes, and his smartwatch, getting ready to walk to work. His WiFi access point also confirms that all of his devices are at home. He leaves home without his tablet and, at 8:15 AM, he stops at a coffee shop to buy a cup of coffee using his credit card. At this point, there are two Avatars. The first is associated with the user’s tablet. Since it is only a single device and it is idle, the confidence for that Avatar is low. However, because the tablet is powered on, it still sends regular reports, allowing us to limit the range of that Avatar around the house. The second Avatar is at the coffee shop, where an activity report from the user’s bank has placed his credit card, and where the smartphone reported itself and the rest of the user’s devices.

Finally, the user arrives at the office at 8:35 AM. He swaps his badge to enter, at which point the office queries the service. The moment the query is made, there are still two Avatars, one at home and one on the street very close to the office location. Notice that the credit card previously used at the coffee shop lingers with the Avatar it was associated with when it was used. Our goal is to both identify that the Avatar located at home corresponds to idle devices and, as such, we are less confident it corresponds to the real user, as well as be more confident that the moving Avatar corresponds to the actual user. This way we can respond correctly to the query.

4 Icelus Architecture

We realize the approach presented in Sec. 3 with the Icelus system. Its architecture, which we present here, can incorporate the majority of IoT-devices that could be of use. Icelus organizes IoT devices into a hierarchy, where more powerful interconnected devices collect data from smaller devices, as depicted in Fig. 3. In turn, those devices send the information to a hub, which hosts the Icelus service.

4.1 The Icelus Hub

The brain of the system is a hub collecting information from various sources. We assume that the Hub is under the control of the user, so the data collected are never seen by third parties. We envision that it is hosted either in the cloud [42] or in a smarthome hub device [30]. Hosting in the cloud provides us with all of its benefits and risks. We assume that the cloud provider is not malicious, however, it may be curious or compromised. In Sec. 6, we present a privacy-preserving extension that can alleviate such risks. Other approaches, such information-flow tracking [45] and SGX [54] are also applicable.

4.2 User-Owned Devices

Based on their intrinsic characteristics and communication capabilities, we classify the devices that can be part of Icelus into the classes described below:

- **Trinkets** are devices that can connect to the Internet directly (e.g., over WiFi, LAN, or 3G) or indirectly (e.g., by tethering through Bluetooth with a device that is connected). Such devices include smartphones, smartwatches, and even Internet-connected cars [16]. To join the system, Trinkets need to first register with the Hub, during which the two exchange their public keys. Thereafter, the Trinket uses its secret key to digitally sign all the information it reports and the Hub’s public key to encrypt transmitted information.

- **Fragments** are similar to Trinkets, but cannot directly connect to the Internet. They are, however, able to connect to a Trinket directly (e.g., over Bluetooth). Such devices may include wrist wearables like a Fitbit, other smart wearables like shoes, and could even be in-body devices. A multitude of devices in the IoT are Fragments. Based on whether it is possible to load additional client software on them, they are more like Trinkets, in the sense that they can register with the Hub and sign their data, even though they still rely on a Trinket to relay their data to the Hub. If public-key cryptography cannot be supported, a shared secret key can be established with the Hub to use more lightweight data signing algorithms. On the other hand, other Fragments devices will rely on Trinkets for most operations. In the most restricted case, a Trinket may only be able to report that a Fragment is in the vicinity (e.g., BLE tags [4]).

- **Tokens** are devices that cannot actively connect to anything including things such as smartcards, magnetic identification cards (commonly referred to as swipe cards), RFID tags, etc. Tokens are passive and can only be observed through another device, commonly some short of a reader.

4.3 Beacons

*Beacons* are third-party devices, or even entire systems, able to report information about the whereabouts of a user or one of his devices. Reports can be generated after the user interacts with a Beacon or when it observes one of the user’s devices. For example, the user interacts with a Beacon when entering valid authentication credentials at a physical terminal or when using a credit card at a POS. While, a Beacon observes the user’s smartphone, when it authenticates with a wireless hotspot. In both cases, the location of Beacons is known. Services associated with Beacons must register with the Hub to be able to push observation information to it. However, it is also possible to extract information already available in other channels. For example, many banks transmit credit card usage reports through SMS or email, which can be used to locate Tokens like credit cards.

4.4 Avatars

An *Avatar* is a digital estimate of a user’s location in the physical world. Each Trinket reporting geolocation information attempts to generate an Avatar at its location and attaches to it along with all its slave Fragments, so even the ones that are not with the user will create their own. Any devices in the same vicinity will be joined under one Avatar. We define the same vicinity to be as a circle with a center on the previous Avatar location coordinates with a radius equal to 8 meters which is the worst case [61] accuracy of standard commercial GPS systems. When a Token appears, due to an observation from another device or a beacon, it is linked to the
Avatar at the location of the report. Because Tokens appear only momentarily when they are used, they linger with the Avatar they are connected to, until a new report about them is received. Tokens appearing away from existing Avatars, create a new Avatar at the location where they were observed.

The **Confidence Score** of an Avatar represents the confidence of our system that it corresponds to the actual user. Our approach can support a variety of algorithms for calculating it. In Sec. 5, we present one such algorithm.

### 4.5 Servicing Location Queries - Sites

The entities that may query the system about whether it is possible for the user to be physically present at a location are referred to as **Sites**. A Site can be part of Icelus itself, because it is property of the user (e.g., the Trinkets corresponding to the user’s home front door or car), or a third-party, such as the user’s bank or employer. Sites need to be authorized by the user and registered with the Hub, before being allowed to issue queries, by supplying the locations they wish to place queries for.

The Hub listens for queries from Sites, which semantically follow the format: “Can the user be at location L?” When a query is received, it asks Trinkets to report with fresh data. The system can then wait for a bounded amount of time, collecting new reports and updating its model of possible user locations. Note that the model is continuously maintained independently of whether any requests have been made, by having devices report periodically or opportunistically. As a result, Icelus can always issue a response in a bounded amount of time, the only thing that changes is the freshness of the model used to make a decision, which could be milliseconds or few-minutes old.

The Hub then examines if an Avatar with confidence score higher, than the rejection threshold configured for the Site, exists in a location other than L. The threshold can also be a global setting. Our design is flexible; other factors can be introduced when responding to queries and a variety of policies can be implemented. For instance, instead of immediately responding negatively, Icelus can prompt users and ask them to authenticate on their devices that have such capabilities.

### 5 Avatar Confidence Score

An Avatar is in reality a set of collocated devices in an area of a given radius. The Confidence Score of each Avatar is a quantity representing the probability that the user is physically “near” that set of devices.

In this section, we present an algorithm for calculating this likelihood, however, our design is not inherently bound with the presented Confidence formula.

Given its definition, an Avatar’s Confidence intuitively should be directly correlated with the number of devices in a given area where higher number (of collocated devices) should be positively correlated with a higher confidence score and a higher probability thus that a user is also present.

While our model is based on this intuition, we will see that there are additional factors in play, that significantly seem to affect the likelihood a user is present, other than simply the number of devices. The most prominent of which is user actions, that decisively identify idle or forgotten devices with devices that are in his presence. **User Activities** is a feature Icelus exploits and plays a central role to our Confidence calculation mechanism.

<table>
<thead>
<tr>
<th>Sample Question</th>
<th>AU(D)</th>
<th>P(U)</th>
<th>P(D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Would you share your smartwatch with ...?</td>
<td>[I do not share it][Family][Spouse]</td>
<td>AU(D)</td>
<td>P(U)</td>
</tr>
<tr>
<td>Would you share your smartphone with ...?</td>
<td>[I do not share it][Family][Spouse]</td>
<td>AU(D)</td>
<td>P(U)</td>
</tr>
<tr>
<td>You carry your smartphone ..[I do not pay attention to its whereabouts][always]</td>
<td>AU(D)</td>
<td>P(U)</td>
<td>P(D)</td>
</tr>
<tr>
<td>You wear your smartwatch ..[I do not pay attention to its whereabouts][always]</td>
<td>AU(D)</td>
<td>P(U)</td>
<td>P(D)</td>
</tr>
<tr>
<td>You check or use your smartwatch ..[multiple times per hour][rarely]</td>
<td>AU(D)</td>
<td>P(U)</td>
<td>P(D)</td>
</tr>
<tr>
<td>You check or use your tablet ..[multiple times per hour][rarely]</td>
<td>AU(D)</td>
<td>P(U)</td>
<td>P(D)</td>
</tr>
</tbody>
</table>

**Table 1: Some of the survey questions, and the attributes they are associated with.**

### 5.1 Device Credit

We call “Device Credit”, the likelihood a user is collocated with a device at a given time and place.

In statistical terms, we are defining a probability where: given that a device sends a report to Icelus, a user is also physically in the vicinity of that device. More formally expressed, we are defining “Device Credit” to be the probability given by the following Bayesian formula:

\[
P(U \mid D) = \frac{P(D \mid U) \ast P(U)}{P(D)}
\]

- \(P(U \mid D)\) is what we are looking for, given that a device report is received by Icelus, what is the likelihood the user is collocated.
- \(P(D \mid U)\) Formally, it is the probability that given a “sighting” of the user at any time, what is the expected probability he also has the device with him. In simpler terms: the probability the user is “carrying” the device.
- \(P(U)\) The probability that if someone is operating the device it is the intended user.
- \(P(D)\) How frequently the device is used and thus it is active and reporting. We used the survey to assign this value initially based on how often the user (believes) he checks or uses his device. However Icelus can calculate this value with higher accuracy over a period of time by simply counting the number of reports the device sends daily. For instance if the report window is 5 mins and the device is reporting in 144 out of 288 then \(P(D) = 50\%\).

Since for newer devices such as the smart wearables and BLE sensors there are no studies we could find, that provide statistics such as what percentage of the time the user is near or using them (unlike the case for smartphone where it is studied extensively) we deployed a small user questionnaire in order to elicit the required elementary probabilities.

### 5.2 Questionnaire

We created an anonymous online questionnaire and disseminated it through various channels after obtaining IRB approval from our institution. Our goal was to obtain information about what kind of devices users own and how they use them in their day-to-day routine, we used responses to elicit elementary probabilities for our device weights.

Although our collected data to this point represent a population of 100 individuals, this survey does not have the statistical proper-
ties (demographic diversity or sufficient samples) to represent the general population. We used these weights as a starting point to evaluate the performance of our system. Our insight is that while these values are adequate for our experiment, should our system be deployed they should be calibrated to each user during the device registration step. Since having a user complete a survey might be subject to both inaccuracies and potentially add to user frustration, Icelus could implicitly estimate device weights for each user by employing machine learning methods on the Hub; this however is beyond the scope of this work.

5.2.1 Max Credit
We define as Max Credit the maximum credit a device may provide to the avatar it is attached to. Max Credit is equal to the value calculated from Equation 1.

5.2.2 Base and Activity Credit
Since idle devices are generating false Avatars, erroneously leading Icelus to believe a user is in a different location, it is thus crucial that devices that actually follow the user to be able to out-weight those that are idle and at the same time idle devices should only be able to generate weak Avatars. In order to achieve both goals we separate its device’s credit to two parts Base and Activity Credit.

Base Credit is a baseline value that the owner is colocated with this device just because it is powered on and reporting. A device is awarded Base Credit whenever it sends a report.

Activity Credit When the user performs activities on the device such as: unlocking the smartphone with a pin or the fitbit detecting a heart-rate it is awarded extra credit.

Base and Activity credit together compose the Max Credit as defined previously. Activity Credit is assigned to each activity based on the evidence this activity provides that a user is present and it is the intended user, each software client is configured on a per device basis. For instance a smartphone that is able to perform fingerprint based authentication provides more credit than a simple pin authentication activity. Figure 4 attempts to illustrate composition of Credit clearly. http://mathworld.wolfram.com/MovingAverage.html Moving Average [65]: To smooth the erratic nature of user activities we introduce and evaluate for a variable Moving Average [65]:

\[\text{MovingAverage.html} \]

This can also be read as the complementary probability of the event that the user is not near any of the devices attached to the Avatar.

5.3.2 Safe Zones
Early results showed that the user is present at some locations while his devices are idle, such as being home during the night. This is reflected in our confidence formula by adding extra credit when devices are detected to be in the users house during certain hours. This way there is a high confidence Avatar generated while the user is sleeping, protecting him from unauthorized accesses at different locations. In the current system version we annotate manually, the user specifies when he is at home. Our insight is that this can be learned automatically by Icelus but we do not evaluate it in the current work.

6 Privacy-Preserving 3rdParty Hub Hosting
Hosting a personal hub may be a challenge for many users. Alternatively, a third party can host a hub as a software-as-a-service. As highlighted previously, this may raise privacy concerns as this party may learn the positions of the user’s devices at the time of protocol engagement.

We leverage Secure Multi-party Computations (SMC) to mitigate these privacy concerns, with the goal of allowing the hub to learn only distances between reported positions, and not the actual positions. For simplicity yet without loss of generality, we focus on the case of a single site (referred to as “the site”).

6.1 Additively Homomorphic Encryption and Additive Blinding
SMC is an active area of research in cryptography including tracks on secret sharing [56], garbled circuits [66], or homomorphic encryption [51, 62]. Homomorphic encryption is suitable for arithmetic computations, which makes it our choice for dealing with
Euclidean distances [22, 26]. For efficiency, we require an additively homomorphic encryption scheme such as the one provided by Paillier [44].

Additively homomorphic encryption schemes provide features as described by equations 3–5, which shows the three primary operations of addition, negation, and multiplication (with a known plaintext):

\[
\begin{align*}
[m_1] + [m_2] &= [m_1 + m_2] \quad (3) \\
[-m_1] &= [-m_1] \quad (4) \\
[m_1] \cdot [m_2] &= [m_1 \cdot m_2] \quad (5)
\end{align*}
\]

For our purposes, let the plaintext space \( \mathcal{M} \) be isomorphic to the group \((\mathbb{Z}_n, +)\) for some number \( n \), and the public and private key be \( K \) and \( k \) respectively. For the scope of this paper there is only one such key-pair, for which only the site holds \( K \) but where \( K \) is known by all parties. For readability, the operations \( \oplus, \odot, \neg \) do not have an explicit key associated to them, we assume they all use the usual \( k, K \) pair. The \( \odot \) symbol is used in the following to represent addition by a negated term. That is, \( c_1 \odot c_2 \) is written as \( c_1 \odot c_2 \). For brevity, the encryption of a plaintext \( p \) using the key \( K \) is denoted as \([p]_K\).

As a building block in our protocol, we will use the technique of blinding. A party \( A \) can blind a variable \( x \) by addition with a uniformly random value \( b \in \mathcal{M} \) as \( x' = x + b \). Another party \( B \) cannot distinguish \( x' \) from a random sample in \( \mathcal{M} \) but can return to \( A \) a value \( x' - y \), from which \( A \) can compute \( x' - b = x + y \).

6.2 Protocol outline

A user-owned hub can receive location information in the clear, and continuously update avatars. For a privacy-preserving third-party hosted hub, all location reports will arrive at the hub encrypted using \( K \). When a query is made by the site, the hub will initiate a sub-protocol run together with the site. Through this sub-protocol, detailed in the following section, the hub is able to compute distances between any pair of locations. Holding the pairwise distance between three points, it is possible to calculate their relative positions. Thus, using the sub-protocol three times per location, the hub can calculate a full relative coordinate system for all locations. The setup is visualized in Figure 5.

If the hub needs to perform several historical locations for a triglet, fragment, or token 5e5U7tP6eoGv (e.g. to compensate for movement), it can cache them and calculate the relative positions retroactively.

6.3 Privacy-preserving distance calculations

There are several existing works on Euclidean distances using additively homomorphic encryption (e.g., [26, 67]). In most cases however, one of the two parties knows the coordinates of one of the two positions. In our case, neither the site nor the hub should learn any positions.

The hub needs to initiate the sub-protocol multiple times. For each invocation, the hub chooses two encrypted positions \([x_1], [y_1]\) and \([x_2], [y_2]\) and then runs the protocol for them.

The goal is to compute the squared distance together with the site as \((x_1 - x_2)^2 + (y_1 - y_2)^2\). This requires two roundtrips. The first one is due to the fact that the hub cannot compute a squaring in the ciphertexts. This will be done by requesting that the squaring is done by the site, in a blinded fashion. After the first roundtrip, the hub holds the encrypted squared distance, and will ask the site to decrypt it, again using blinding. Finally, the hub can compute the square root and arrive at the distance between the two points. The protocol follows as:

1. The hub computes \([x] = [x_1] \odot [x_2] \) and \([y] = [y_1] \odot [y_2] \) and creates a blinded version of each as \([x'] = [x] \oplus [b_x] \) and \([y'] = [y] \oplus [b_y] \). The hub caches \( b_x \) and \( b_y \) and sends \([x'] \) and \([y'] \) to the site.

2. The site decrypts \([x'] \) and \([y'] \), computes their squares, and sends \([x'^2] = [x'^2] \odot [2x'y_s + b_x^2] \) and \([y'^2] = [y'^2] \odot [2y'b_y + b_y^2] \) to the hub.

3. The hub derives \([x'^2] = [x'^2] \odot [2x'y_s + b_x^2] \) and \([y'^2] = [y'^2] \odot [2y'b_y + b_y^2] \).

4. The hub then computes the encrypted squared distance \([d^2] \) and sends a blinded ciphertext \([d'] \) to the site and caches the blinding as \( b_d \).

5. The site decrypts \( d' \) and sends it to the hub.

6. The hub computes \( d = \sqrt{d^2} - b_d \).

We establish privacy guarantees by proving that only the distance between the devices can be learned by the hub and nothing else about the positions of the devices. The formal concepts and proofs are detailed in Appendix A.

7 Implementation

We developed a prototype of Icelus including the Hub service and client software for Android smartphones and wearables. The prototype implementation is henceforth referred to as Icelus. The Hub service in Icelus is implemented as a web application deployed under JBoss AS 6.3. The Hub uses RESTful services to receive reports from devices encrypted using public- or shared-key cryptography over HTTP connections. Icelus performs location modeling without using the privacy-preserving protocol presented in Sec. 6. Instead, we developed a separate proof-of-concept implementation that utilizes the privacy-preserving protocol to calculate distances between devices to evaluate its performance, which we plan to integrate in future implementations of the Hub.

Currently Icelus client software was created for smartphone and wearable devices running Android. We implemented two versions of the client, one for Trinkets and one for Fragments. The Trinket and Fragment clients were developed using the Android SDK v17 and v20, respectively, and communicate over Bluetooth using the Android-recommended messaging framework for hand held-to-wearable communication. The Trinket client is also able to monitor Fragments that do not feature client software, such as fitbit devices, by passively monitoring the devices paired with the Trinket over Bluetooth.

Messages from The Hub to clients are sent over Google Cloud Messaging (GCM), while HTTP is used in the opposite direction except during the initial registration step that takes place over HTTPS. To register a device the user logs in to Icelus ui over https, and performs a standard two way registration step with the Icelus client, server-client keys are generated and exchanged. After this step all communication happens over HTTP.

The messages exchanged can be broken down to three parts: a header, which is composed by the device ID and a flag indicating whether the message body is encrypted, the body which includes timestamped sensor data, and a tail, where the digital signature of the header and body, produced using the private key of the sender,
is placed. Sensor data can include information such as GPS data (coordinates, speed, bearing), step count (indicates activity), the SSID of the currently connected Wi-Fi access point, list of paired Bluetooth devices, etc.. Optimizations: Clients can choose to omit certain data from reports when they determine that no significant change to their state has occurred. For example, when the device has not moved and is idle. The client will then send the equivalent of a heartbeat message that simply notifies the Hub that the device is active and at its previous location and state.

8 Evaluation

In this section, we present the evaluation of Icelus in terms of effectiveness in making authentication decisions and efficiency. While our system is designed to leverage the power of IoT and benefits as the number of devices increases, we chose our device testbed in such a way that allowed us to sufficiently evaluate our system, while also portraying a realistic setup for a user today.

8.1 Effectiveness

To evaluate our approach, we performed two field studies having one of the paper’s authors use Icelus. We hosted a Hub on Amazon’s EC2 cloud and registered the following user devices: an Asus Zenfone 2 smartphone as a Trinket, a Samsung Gear Live smartwatch as a Trinket, a Fitbit Charge wrist wearable as Fragment, and a TrackR Bravo BLE tag attached on the user’s keychain as a Token. Trinkets were set to periodically report to the Hub every five minutes. We could not place code to control the Fitbit Fragment, and the TrackR Token is passive and can be observed by the Smartphone and the TrackR’s crowdGPS service. We did not include any third-party services as Beacons.

In the first study, S1, we deployed Icelus using the smartphone, the Fitbit, and the TrackR and collected data over the course of one month. In the second study, S2, we deployed Icelus using the smartphone, the smartwatch, and the TrackR and collected data over the course of one workday.

8.1.1 Accuracy

To test the accuracy of the decisions made by Icelus, we emulated query requests coming from the institute, which acts as a Site, whenever the magnetic id swipe card of the user was used to enter any of the access-controlled spaces in the institute. For example, this included the door to the user’s office, the gym, etc. We obtained this data through the institute’s IT department. In total, this included 49 accesses in 5 different card-protected doors in the first study, and 5 accesses in 3 doors in the second one. In all cases, the user was the one actual using the access card, so these data also correspond to the ground truth. We use the access-card and study S1 data to calculate the following authentication metrics:

- **False Reject Rate (FRR).** FRR is the rate of falsely denying access to the real user. It occurs when an Avatar above the rejection threshold is estimated to be at a different location from the one the Site is querying about, an access-controlled door in our case.
- **Potential False Acceptance Rate (PFAR).** Since during our experiments there were no attempts to gain illegal access, PFAR represents the potential False Acceptance Rate (FAR) of Icelus.

For calculating PFAR, we assume that an attacker continuously attempts to enter the institute. This means that the attacker has obtained the user’s swipe card and attempts to enter the institute every five minutes. Since we are using a five minute period to update the Confidence Score a higher attempt frequency would not change anything. Hence, PFAR is the rate of falsely accepting such an ideal malicious user, because the Confidence Score

<table>
<thead>
<tr>
<th>Window size</th>
<th>FRR (# FR)</th>
<th>PFAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>6.12% (3)</td>
<td>8.16%</td>
</tr>
<tr>
<td>1</td>
<td>6.12% (3)</td>
<td>6.12%</td>
</tr>
<tr>
<td>2</td>
<td>4.08% (2)</td>
<td>8.16%</td>
</tr>
<tr>
<td>3</td>
<td>4.08% (2)</td>
<td>8.16%</td>
</tr>
<tr>
<td>4</td>
<td>4.08% (2)</td>
<td>10.20%</td>
</tr>
<tr>
<td>5</td>
<td>4.08% (2)</td>
<td>12.24%</td>
</tr>
</tbody>
</table>

Table 2: Accuracy of Icelus in field study S1 conducted over the period of a month. We report FRR and PFAR when using different window sizes in the moving average function in the calculation of Avatar Confidence Score. The total number of authentication requests was 49.

Table 2 presents the results, when we employ a different window size in the moving average calculation of the Confidence Score. The FRR and PFAR are equal for a window size of one. Note that because we were not able to receive live queries from the swipe-card system, we relied strictly on the data periodically received by the Hub, that is, we could not request for fresh data from Trinkets.

We also investigated the three false rejections of the system. Two of them occurred because of invalid data received from the user’s smartphone. In detail, the user was driving to the office, a short drive of about 5 minutes. The smartphone reported once during the drive to the Hub, but failed to read its updated GPS location. That triggered a bug in our implementation that transmits the previous coordinates, if new coordinates cannot be read from the GPS, which also led to an invalid estimation of the user’s speed. As a result, the Avatar remained at the previous location and its range did not increase. In a full deployment of Icelus, we would be able to contact the user’s Trinkets to update location at the point of authentication and prevent such false rejections.

The third rejection occurred when the user forgot his smartphone when going to the gym, which is only a few minutes away from the office. As a result, the now forgotten smartphone, only reported that it is idle and no longer finds the user’s Fitbit in the next 5-minute time window. We should note that such cases may not cause a huge inconvenience to the user, who only needs to walk a few minutes to retrieve the smartphone. We could argue that it is similar to forgetting one’s keys.

Lessons Learned Besides correcting the buggy behavior in Icelus Trinket software, other actions that we are considering to address such issues is to enable devices to asynchronously report to the Hub, when a significant change in acceleration occurs. Immediately reporting Fragments that disappear is another option. In future work, we also plan to explore using learning to identify user habits for the same purpose. For instance, knowing that the user goes to the gym every afternoon could prevent errors.

8.1.2 Comparison with Smartphone-only LBA

A smartphone-only location-based authentication (LBA) system [41] would accept the user correctly as long as the smartphone is with him, it is on, and it has Internet connectivity. Moreover, it may require interaction with the user. Using the smartphone data obtained from our field studies, we estimate the FRR for such a system to 8.1% (4 rejections). These occurred when the user forgot/left his phone at the office when going to the gym.

Assuming the user’s smartphone has not been compromised, the smartphone-only approach does not have false acceptances. However, compromising the smartphone leads to an 100% FAR. In contrast, the true power of Icelus lies in numbers. For example, in
study S2 the user has two Trinkets; if the smartphone is compromised by an adversary, the smartwatch and the remaining devices enable us to still reject the attacker.

Let us consider the following attack scenario. The adversary steals the user’s smartphone at a coffee shop, which is also a wallet containing they access card. Alternatively, the adversary may have cloned the user’s contactless access card earlier [17]. The user still carries TrackR’s Bravo attached in his key chain and wearing his smartwatch, which is connected to the shop’s WiFi. The adversary then attempts to enter the user’s office, while the user is still enjoying his coffee.

In the case of smartphone-only LBA, the adversary has obtained all the tokens required to gain access. With Icelus, on the other hand, the adversary can only attempt to reduce confidence score of the user’s Avatar to gain access. In Fig. 6, we plot the confidence of the user’s Avatar in study S2 after removing the smartphone from him, that is, ignoring all data obtained through it. We notice that the Confidence Score of the user’s Avatar remains over the rejection threshold for 80% of the day even without the smartphone, which would reject prospective attackers.

### 8.1.3 Simulation of Larger Scale

To evaluate how our solution will fare in the future, when more devices are included, we conducted a simulation with a larger number of Trinkets, Fragments, and Tokens. Our goal is to compare the confidence score of Avatars corresponding to the legitimate user, and a set of devices that have been left unattended or compromised (e.g., forgotten at home). As before, the adversary may have compromised devices physically or virtually to reduce the Confidence Score of the user’s Avatar. As the number of devices of a certain type increases, we also normalize the Max Credit of each device splitting it equally amongst all devices of the same type that the user registers.

We present the results of these simulations in Fig. 7. The y-axis in the plots measures Confidence Score, while the x-axis corresponds to the set or number of devices that are not carried by the user. For example, 2,5 corresponds to the scenario where the user is missing two of his Trinkets and 5 of his Fragments. As it is evident even when the user has under his control the minority of the devices our proposed mechanism produces an Avatar strong enough to differentiate him and answer inquiries about him with confidence while at the same time we vastly benefit from device since as it is shown the attacker would have to compromise an ever increasing number of devices to achieve the same result.

### 8.2 Efficiency

We evaluate Icelus in terms of efficiency by measuring the response times and the impact of running the client on mobile devices in terms of battery consumption. We tested the following Android devices, which were not modified in any way other than adding

![Figure 6: Confidence plot when user carries a smartwatch and a Bravo tracker. Yellow rectangles denote no WiFi access.](image)

**Table 3: Device response time.**

<table>
<thead>
<tr>
<th>Period</th>
<th>Zenfone 2</th>
<th>Gear Live (as Trinket)</th>
<th>Gear Live (as Fragment)</th>
<th>Accuracy*</th>
</tr>
</thead>
<tbody>
<tr>
<td>0s</td>
<td>7.1%</td>
<td>22.4%</td>
<td>10%</td>
<td>≤ 5m</td>
</tr>
<tr>
<td>15s</td>
<td>1.5%</td>
<td>4.5%</td>
<td>3%</td>
<td>17m</td>
</tr>
<tr>
<td>30s</td>
<td>≤ 0.8%</td>
<td>2.3%</td>
<td>1.3%</td>
<td>35m</td>
</tr>
<tr>
<td>60s</td>
<td>≤ 0.4%</td>
<td>1.5%</td>
<td>≤ 1%</td>
<td>70m</td>
</tr>
<tr>
<td>300s</td>
<td>≤ 0.1%</td>
<td>1%</td>
<td>≤ 1%</td>
<td>330m</td>
</tr>
</tbody>
</table>

*How accurately can we estimate location, assuming the user is walking

**Table 4: Effects of reporting period in battery consumption and location accuracy.**

<table>
<thead>
<tr>
<th>Device</th>
<th>Time and stddev.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WiFi</td>
</tr>
<tr>
<td>Devices with direct connection to the Hub</td>
<td></td>
</tr>
<tr>
<td>Zenfone 2</td>
<td>170.8ms ±53.8</td>
</tr>
<tr>
<td>Galaxy S5</td>
<td>173.7ms ±47.7</td>
</tr>
<tr>
<td>Galaxy S4</td>
<td>172.9ms ±52.8</td>
</tr>
<tr>
<td>Bluetooth devices tethered through Zenfone2</td>
<td></td>
</tr>
<tr>
<td>Gear (as a Trinket)</td>
<td>280.8ms ±70.8</td>
</tr>
<tr>
<td>Gear (as a Fragment)</td>
<td>310.8ms ±83.8</td>
</tr>
</tbody>
</table>

our client app: (a) 3 smartphones: an Asus Zenfone 2 with an Intel Atom Z3560 Quad-core CPU at 1.8GHz, a Samsung Galaxy S5 SM 900H with a Cortex-A15 Quad-core CPU at 1.9GHz, and a Samsung Galaxy S4 GT-I9500 with a Cortex-A15 Quad-core CPU at 1.6GHz, and (b) 1 smartwatch: a Samsung Gear Live E42F with a Snapdragon 400 CPU at 1.2GHz.

### 8.2.1 Device Response Time

To evaluate the amount of time it takes for devices to report to the Hub, we conducted an experiment were devices submit 255-byte long reports to the Hub and timed the operations. We issued over 20,000 reports, where each report included data from available device sensors, their list of connected devices, and movement speed. Messages are padded to 255 bytes and encrypted with a 4096-bit RSA key before being sent.

Table 3 shows the average time and standard deviation in milliseconds to complete the operation when connected on our campus WiFi and over 3G. Note that the total time required for the Hub to request and receive a report include the time required to notify the devices, which in Android’s case happens through the GCM service. So while previous works [41] have demonstrated low connection times, others have reported that they fluctuate when the notified device is offline [3]. The experiment shows that the process takes less than a second. Hence, even though not required, requesting new information from devices will not impose significant delays on authentication.

### 8.2.2 Reporting Period

How frequently devices report to the Hub, affects battery consumption and the accuracy of the location information. In Table 4, we show the battery consumption imposed by our prototype client over a 10-hour period, when using different report windows. The last row shows the radius of the area where a user may have moved during the report window, assuming he is walking at 4Km/hr. Since energy consumption may change non-linearly depending on the battery’s charge, we initiated all tests with fully charged devices. Bat-

---

*Figure 6: Confidence plot when user carries a smartwatch and a Bravo tracker. Yellow rectangles denote no WiFi access.*
tery levels were collected using system calls and utilities available on Android. Continuous messaging, appearing on the first column, pertains to sending requests to the server as fast as receiving the previous response. The results show that the effect on battery is small even when reporting frequently. As such, we expect that the major obstacle in submitting frequently will be lack of connectivity in certain environments.

8.2.3 Privacy-preservation

We evaluated the performance of a privacy-preserving setup using our proof-of-concept implementation. As the main functionality of Icelus is independent on how the (relative) positions are provided, these benchmarks are carried out separately from the main server. It would not require significant engineering effort, apart from storing encrypted locations, to create a combined implementation.

For fragments, trinkets and beacons, the computational load is very similar to the encryption benchmarks presented in Section 8. For the site and the hub, this setup will incur a noticeable overhead. The experiments were conducted with requests corresponding to an example user with 8 devices, requiring 18 distance computations.

The experiments used the DGK encryption scheme [18] with a key-size of 2048 bits. The machines used was a normal workstation with an Intel i7-4790 CPU running at 3.60GHz with 16 GB RAM, and a MacBook pro with an 3.1 GHz Intel Core i7 CPU and 16 GB RAM. The experiments indicate that the time needed to complete the protocol is 2.2 seconds when executed between the university campus and a home network in the geographic vicinity, or about 0.81 seconds with minimalistic network delay where only the workstation was used. The rest of the time needed by the hub to compute the confidence score is identical to that of a non-privacy-preserving solution.

9 Related Work

Utilizing a user’s location for authentication and augmenting security decisions, like deciding whether to permit raising a user’s privileges, is conceptually described in a position paper by Denning et al. [19]. Unlike this proposal, they propose an approach based on geodetic signatures, that is, signatures that tie a user or terminal to a particular physical location. The increasing popularity of mobile phones has lead to approaches that use them to establish user location and perform fraud detection. Park et al. [46] propose a mechanism where the bank sends a message to the user’s phone when he performs a transaction, including the details of the transaction and the location of the POS.

More recently, Marforio et al. [41] use the trusted platform module (TPM) found on smartphones to sign GPS coordinates, preventing a compromised device from supplying forged location data. In contrast, this proposal is more robust as it uses the entire interconnected world instead of a single device to establish user location and augment authentication.

Location-based authentication has also been explored in the context of indoor “smart spaces” [7, 10, 27, 47, 64]. The common denominator of such systems is attempting to identify that a particular user is physically present in a room, usually through the use of proximity sensors, to protect an asset from unauthorized access and, less related to this proposal, customizing services (e.g., displays) according to user preferences. In the same area, the work of Al-Muhtadi et al. [7], which defines a context-aware security scheme for smart spaces, does include the notion of confidence that is affected by the various sensors being present in a space and the type of authentication a user performs. Unlike this proposal, research in this area focuses on indoor spaces and relies on infrastructure that can immediately detect a user entering one.

Also relevant to this paper are publications on predicting the user’s location [9, 11, 15, 21, 36, 38, 49, 53], relying primarily on a single device and GPS, and implicit authentication based on learning the user’s behavior patterns [33, 34, 50, 55, 57]. It should be noted that these methods focus on a single device, typically a smartphone or a portable computer.

Related to our location privacy-preserving protocol, there is large body work on location privacy [35, 59] and biometric authentication [22] where similar problems are investigated. Steps 1–3 are closest to the work of Erkin et al. [22] who perform blinded outsourced multiplication for privacy-preserving face recognition. Steps 4–6 are closest to a building block of the Louis protocol by Zhong et al. [67] to privately decrypt the result of a distance computation.

10 Conclusion

We have presented a new approach that uses the IoT to establish user location and use it as an additional factor of authentication. Location-based authentication has been explored before [31, 41], however, this work is the first to propose using something as pervasive as the IoT to locate users and model their movement. Undeniably, smartphones will still play an important part, as their proximity to their owner is high most of the time, but using the numerous devices that are part of the IoT, we are able to locate users more robustly. A major advantage of this approach is that, in the future, it can operate even more effectively, as more IoT devices become broadly available and integrated in the daily life of users. Today, our evaluation with readily available devices shows that our approach exhibits a low error rate and has negligible impact on the performance of the tested devices. Finally, collecting location information in a central location, even under the ownership of the user, must have undoubtedly raised concerns. We described a privacy-preserving protocol that can alleviate these concerns, and argue that progress in the field of privacy-preserving computation, as well as, information-flow tracking [45] and SGX [54] will fur-
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In the following we recall briefly some fundamental concepts.

A Proof of Privacy-preservation

APPENDIX

A.1 Background

In the following we recall briefly some fundamental concepts.

**Definition 1 (Negligible Functions).** A function $\epsilon : \mathbb{N} \to \mathbb{R}$ is said to be negligible if

$$\forall \epsilon \in \mathbb{N} \exists n_0 \in \mathbb{N} \forall n \geq n_0 | \epsilon(n) | \leq n^{-c}$$

That is, $\epsilon$ decreases faster than the inverse of any polynomial.

**Definition 2 (Indistinguishability).** The two random variables $X(n, a)$ and $Y(n, a)$ (where $n$ is a security parameter and $a$ represents the inputs to the protocol) are called computationally indistinguishable and denoted $X \equiv Y$ if for a probabilistic polynomial time (PPT) adversary $A$, the function $\delta(n)$ is negligible:

$$\delta(n) = | \Pr[A(X(n, a)) = 1] - \Pr[A(Y(n, a)) = 1] |$$

**Definition 3 (Semantic Security).** A public key encryption scheme $E$ is semantically secure or IND-CPA secure if the advantage of any PPT adversary of winning the game IND-CPA in Figure 8 is negligible. The game is won if an attacker can construct the procedures $A_1$ and $A_2$ such that $b = b'$ with non-negligible probability. If a cryptosystem is IND-CPA secure, it is also multiple message IND-CPA [12]. Multiple message IND-CPA is formalized by the game MM-IND-CPA in Figure 8, where $k$ is polynomially bounded by the security parameter. Essentially, this means that any any ciphertext or order of ciphertexts is computationally indistinguishable from their plaintexts.

**Game IND-CPA:**

$$\begin{align*}
(m_0, m_1) &\leftarrow A_1; \\
 b &\leftarrow \{0, 1\}; \\
 b' &\leftarrow A_2(E_K(m_b)); \\
 &\text{return } b = b'
\end{align*}$$

**Game MM-IND-CPA:**

$$\begin{align*}
(m_0, m_1, m_2) &\leftarrow A_1; \\
 b &\leftarrow \{0, 1\}; \\
 b' &\leftarrow A_2(E_K(m_1), E_K(m_2)); \\
 b'' &\leftarrow A_3(E_K(m_0) \cdot E_K(m_1), E_K(m_0) \cdot E_K(m_2)); \\
 &\text{return } b' = b''
\end{align*}$$

**Figure 8: IND-CPA and MM-IND-CPA**

A.2 Privacy against semi-honest adversaries

Our privacy definition follows the standard definitions of secure multi-party computation in the semi-honest adversarial model [25, 39], but is here simplified for the case with two parties. For two parties $A$ and $B$, where $A$ has inputs $\vec{x}$ and $B$ inputs $\vec{y}$, the framework formalizes the output of a protocol as $f(\vec{x}, \vec{y}) = (g(\vec{x}, \vec{y}), h(\vec{x}, \vec{y}))$. The function $f$ is called the functionality of the protocol.

The functions $g$ and $h$ are functions describing all outputs presented to $A$ and $B$ from the execution of the protocol, respectively. $f$, giving the tuple of the parties’ joint output, is called the functionality of the protocol.

**Definition 4 (Privacy).** Privacy within the standard framework (for deterministic functionalities) holds when the overall knowledge of each party after the execution of the protocol, called the party’s view, can be computed from the inputs and outputs of that party. This is called that the view can be simulated. That is, for the two-party case with $A$ and $B$ as described above, one must show that:

$$\{S_A(\vec{x}, g(\vec{x}, \vec{y}))\} \equiv \{\text{view}_A(\vec{x}, \vec{y})\}$$

$$\{S_B(\vec{y}, h(\vec{x}, \vec{y}))\} \equiv \{\text{view}_B(\vec{x}, \vec{y})\}$$

where $S_A$ and $S_B$ are the the simulators for $A$ and $B$, respectively.

A.3 Instantiation for the proposed solution

For our purposes, let $A$ be the hub, $B$ be the site, and $f$ be the functionality of the sub-protocol described in Section 6. $g$ returns only the distance between the two points, and that $h$ returns nothing. The site has no inputs, the hub on the other hand has the inputs $p = (b_x, b_y, [x_1], [y_1], [x_2], [y_2])$. Both parties also have randomness as inputs for each encryption, but this is omitted here as it is trivial to simulate.

The protocol has two round-trips. During the first round-trip the site learns the blinded value $\vec{x'} = x_1 - x_2 + b_x$ and $\vec{y'} = y_1 - x_2 + b_y$, and the hub learns two ciphertexts. During the second round-trip the site learns the blinded $\vec{d'} = d_2 + b_y$, and the hub learns $d^2$. The view of the two parties can be given as:

$$\text{view}_{\text{hub}} = (p, [x_1^2], [y_1^2], d')$$

$$\text{view}_{\text{site}} = (x', y', d')$$

**Theorem 1.** The protocol privately discloses the distance for the hub according to Definition 4.
To prove that Theorem 1 holds, we need to show that there exist two functions $S_{hub}$ and $S_{site}$ such that:

\[
\{S_{hub}(p, g(p, \{\}))\} \equiv \{(p, \lceil x'^2\rceil, \lceil y'^2\rceil, d')\}
\]
\[
\{S_{site}(\{\}, h(p, \{\}))\} \equiv \{(x', y', d')\}
\]

Blinded values are indistinguishable from a random sample in $\mathcal{M}$ when the blinding used is unknown. Thus, we define

\[
S_{site} = (\alpha, \beta, \gamma)
\]

where $\alpha$, $\beta$, and $\gamma$ are independent and uniformly random variables in $\mathcal{M}$.

Ciphertexts are easy to simulate for any semantically secure cryptographic system for any principal holding the public key. In fact, for any list of plaintexts an arbitrary list of ciphertexts of the same length can be used, as per MM-IND-CPA in Definition 3. Since $g(p, \{\}) = d$, to create a simulation of $d'$, one can simply use $d^2 + b_d$. The simulator for the hub is thus easily defined as

\[
S_{hub}(p, g(p, \{\})) = (p, E(0), E(0), d^2 + b_d)
\]