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ABSTRACT

Most digital data hiding schemes are sensitive to simple ge-
ometric attacks namely rotation, cropping, and scaling. Of
these, rotational attacks possess the capability to not only
change each pixel value but also dislocate the image pixels
in a circular fashion, thus creating a synchronization issue
for any linear data hiding algorithm. So far, Fourier Mellin
transform (FMT) based algorithms have been considered
a standard for rotation invariant data hiding. This method
causes some difficulties in implementation due to unstable
log-polar mapping, iterative inversion of the interpolation
and aliasing effects on the FMT magnitude and phase spec-
tra. In this paper, we propose a data hiding algorithm that is
based on the Zernike moment transform (ZMT), accompa-
nied with an odd-even quantizer based embedding scheme
to defeat the effects of rotation and cropping attacks. We
note that this algorithm is robust to a combination of rota-
tion and other popular attacks. The proposed algorithm has
good embedding capacity and very low induced distortion.
Experimental results over a range of rotational attacks (from
0o to 360o) show a recovery rate (of the embedded bits) of
97% or greater.

1. INTRODUCTION

With the growth of new digital media applications, security
issues such as copyright protection, copy control and illegal
distribution have assumed importance. Data hiding schemes
have been proposed in recent years as a viable method to
address some of these security concerns. Some examples of
attacks on these schemes include re-quantization, dithering,
rotation, scaling, cropping etc [2]. Among these, geometric
attacks can be considered the strongest. Several algorithms
have been published that address the severity of geometric
attacks [3,4,5,6,7]. Examples of work on geometric attack
resilience can be found in [8,9,10,11,12,13,14,15]. Pereira
et al. [8] and Csurka et al. [9] have proposed to embed a
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template based watermark in their algorithm. Upon extrac-
tion, comparison of the extracted template with the origi-
nal, gives information on the type and amount of geometric
distortion that the embedded media was subjected to. This
addition to the watermark can result in lower payload of the
embedded data. Kutter et al. [10] have proposed to use the
watermark itself as the template. In this case the choice of
watermark media is limited to the template. O’Ruanaidh
et al. [11] and Lin et al. [12] have proposed a version
each of FMT based watermarks. These algorithms demon-
strate some implementation issues due to unstable log-polar
mapping. Furthermore, these are watermark detecting al-
gorithms as compared to our proposed retrieving algorithm.
Kutter et al. [13] and Guoxiang et al. [14], have described
a second generation watermarking algorithm that is collec-
tively based on FMT and image feature vectors. They con-
clude that their algorithms are unable to achieve rotation
invariance for all angles of rotation. This is mainly due to
the effects of aliasing on FMT magnitude spectrum. Kim
et al. [15] propose an enhanced version of the second gen-
eration watermarking system that is based on FMT phase
spectrum and higher order spectra of the radon transform.
The authors report that their algorithm works only for very
small angles of rotation due the complexity of interpolating
values in the FMT phase spectrum.
In this paper, we propose an algorithm based on the Zernike
Moment Transform (ZMT) and an odd-even quantizer (OEQ)
that demonstrates excellent robustness against rotation and
cropping attacks. To test this algorithm the stego-images
were rotated by several angles in the range of 0o to 360o

and it was found that the recovery rate was always greater
than 97%. For simplicity we use 64x64 pixel binary im-
ages in our experiments; although our algorithm is equally
applicable to grayscale images.

2. THE ZERNIKE MOMENT TRANSFORM

Hu [16] introduced the concept of moment invariants and
the use of moments in digital imaging and the use of Zernike
moments in digital imaging was pioneered by Teague [17].



Zernike moments consist of a set of complex polynomials
that form a complete orthogonal set over the interior of the
unit circle,x2 + y2 = 1. If the set of these polynomials is
denoted byVnm(x, y), then the form of this polynomials is
as follows

Vnm(x, y) = Vnm(ρ, θ) = Rnm(ρ)e(jmθ)

wheren ∈ N (the set of all positive integers including zero)
is the order of the ZMT,m ∈ Z(the set of all integers) is
the rotation degree; as long asn− |m| is even and|m| ≤ n,
ρ is the length of the vector from the origin to a the pixel
(x, y), θ is the angle between the X-axis and the vectorρ
in the counterclockwise direction, andRnm(ρ) is a radial
polynomial defined as follows

Rnm(ρ) =
n−|m|/2∑

s=0

(−1)s(
(n− s)!

s!(n+|m|
2 − s)!(n−|m|

2 − s)!
)ρn−2s

These polynomials are orthogonal and hence satisfy

∫ ∫

(x2+y2)≤1

[Vnm(x,y)]∗ Vpq(x, y) dx dy =
Π

n + 1
δnp δmq (1)

with δab = 1 if a = b and0 otherwise. Zernike moments
are projections of the image function onto these orthogonal
basis functions. Hence, the Zernike moment of ordern,
with repetitionm for a continuous image functionf(x, y)
is given by

Anm =
n + 1

Π

∫ ∫

(x2+y2)≤1

f(x, y) V ∗
nm(ρ) θ dx dy (2)

wheren ∈ N andm ∈ Z. Equivalently, for a digital image,

Anm =
n + 1

Π

∑
x

∑
y

f(x, y) V ∗
nm (ρ) θ ∀ (x2 + y2) ≤ 1

To compute the Zernike moments of an image, the center
of the image is taken as the origin and the pixel coordinates
are mapped to the range of a unit circle following a square
to circular transform [21].

3. ROTATION INVARIANCE

Teague [17] discussed the derivation of Zernike moments
from the geometric moments of an image based upon the
rotational properties of geometric moments. Letfα denote
the imagef that has been rotated byα degrees, then the
relationship between the original and the rotated versions of
the image in the same polar coordinates is

fα(ρ, θ) = f(ρ, θ − α)

The Zernike moments of the image can be expressed in po-
lar co-ordinates by replacingx andy with ρ cos θ andρ sin θ
respectively in Eqn 2. Using Eqns 1 and 2 the Zernike mo-
ments,Anm of the image and those of its rotated version,
Aα

nm can be written as

Anm =
n + 1

Π

∫ 2Π

0

∫ 1

0

f(ρ, θ) Rnm(ρ) e(−jmθ) ρ dρ dθ

Aα
nm =

n + 1
Π

∫ 2Π

0

∫ 1

0

f(ρ, θ − α) Rnm(ρ) e(−jmθ) ρ dρ dθ

=
n + 1

Π

∫ 2Π

0

∫ 1

0

f(ρ, θ1) Rnm(ρ) e(−jm(θ1+α)) ρ dρ dθ1

Aα
nm = Anm e(−jmα)

So, we see that rotation of an image in spatial domain merely
causes its Zernike moments to acquire a phase shift and
hence the magnitudes of the Zernike moments i.e.|Anm|
are identical for several rotations of the same image. Ex-
perimentally, this property of Zernike moments is demon-
strated below. In Fig 1, we see the original image along
with several rotations of itself; while, Table 1 shows some
of the Zernike moment values for these rotations of the test
image along with the mean(µ) and the standard deviation
(σ) of these moments. We use this rotation invariance prop-
erty in our proposed algorithm, by embedding the data in
the magnitude of the Zernike moments of the image.

Figure 1: Image of the numeral 5 with rotated versions of
itself.

Table 1: Magnitude of the Zernike Moments for the Exam-
ples Shown in Fig 1

A20 A22 A31 A33

0o 439.61 41.72 57.92 172.58
30o 436.73 40.28 63.84 171.95
60o 440.60 40.01 66.29 169.43
150o 438.53 41.54 65.48 170.87
180o 439.07 46.85 62.33 168.44
300o 438.44 39.11 65.75 170.87

µ 438.80 41.63 63.68 170.69
σ 1.31 2.75 3.11 1.58

σ/µ% 0.32 6.53 4.91 0.95

4. PROPOSED EMBEDDING SCHEME

In this section we propose to use a quantizer based embed-
ding scheme in the Zernike moment domain. We use the



odd-even quantizer [23,24,25] concept in the embedding
process. For any digital image, the Zernike moment val-
ues for any order and rotation can assume a real value i.e.
Anm ∈ R. The set of these moment values over a finite
real range are divided intoS quantization intervals each of
length∆ such that,(maxn,m(Anm) − minn,m(Anm)) =
S∆. Let each of these quantization intervals be denoted by
Qt wheret ∈ {0, · · · , S}, and their corresponding repre-
sentation value (in the source coding sense [26]) be denoted
by rt. For data hiding purposes, these intervals are also as-
sociated with a bit ‘0’ or a bit ‘1’ as per the following rela-
tionship.

Qt ←
{

1, t∆ ≤ Anm < (t + 1) ∆ ∀ (t mod 2) = 1
0, otherwise

Now, given the hidden messageW , there are two possibili-
ties,

1. The ith bit of the hidden message,Wi is a ‘0’ and
the ith moment value,Ai, from the Zernike moment
vector, ~A = Ai i ∈ {1, · · · , nm}, is mapped to a ‘0’.
In this case, we changeAi to the representation value
of that bin denoted byrt.

2. Otherwise we changeAi to the representation value
of the closest quantization interval (either on its left
or right) which corresponds to a binary‘1’. That is,

Ai =
{

rt−1, (|Ai − rt−1|) ≤ (|Ai − rt+1|)
rt+1, (|Ai − rt−1|) > (|Ai − rt+1|)

Hence, all the bits of the hidden message are inserted by
quantizing each value ofAnm. Upon, inverse transforming
this modified moment array to reconstruct the original im-
age, the visual degradation is not perceivable by the human
visual system (HVS), due to rather small modifications to
the moments of the host image. This fact is substantiated by
the images in Fig 2 below, which shows the original image
(64x64 pixels), the hidden message (23x20 pixels) and the
resulting image after embedding (64x64 pixels).

Figure 2: The original image and the hidden message on the
left and the stego-image on the right

5. EXPERIMENTAL RESULTS

In our experiments, we compute the Zernike moments of
ordern = 36 andm = 0 to 30, sincen = 36 has been

shown to be optimal for reconstruction in image process-
ing applications [21]. Note that the number of Zernike mo-
ments calculated does not depend on the complexity of the
image. Thus a forward ZMT for the test images resulted
in a (462x1) invertible ZMT matrix. Since it is possible to
embed one bit per moment, it is possible to embed 462 bits
in this set-up. So our hidden signals were randomly gener-
ated images of size (23x20) i.e. 460 bits. The retrieval rates
were calculated by dividing the number of correctly recov-
ered bits by the length of the embedded signal (460 bits).
Fig-3 below shows the retrieval rates for an image that was
rotated in increments of30o clockwise in the range of0o to
360o. As seen in Fig-3 above, in all cases of rotation at-
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Figure 3: Retrieval rates of the hidden message from rotated
versions of the image. Note that the changes in retrieval
rates are less than 3%.

tacks our retrieval rate is at least 97%. Also we note that we
have a mirror effect about the vertical axis at the1800 point.
Table-2 compares our algorithm’s retrieval rates with that of
several popular rotation invariant algorithms. The results in-
dicate that, the proposed algorithm outperforms the other al-
gorithms and while most of the other algorithms provide ac-
ceptable results for only small angles of rotation (0o to45o),
the proposed algorithm provides higher retrieval rates for
any angle of rotation. The comparison algorithms do not
provide any results of extraction for rotation angles beyond
45o. The algorithm was also tested for a combination of

Table 2: Performance Comparison with Several Published
Algorithms

Rot. Prop. Lin et Kim et Digi- Sure-
Angle Algo. al.[12] al.[15] marc[27] sign[28]

4o 100% 97.2% 95% 94% 50%
12o 99% 94.9% 95% 94% 50%
45o 99.2% 93.6% 95% 94% 50%

rotation, cropping and other popular attacks such as, JPEG
compression, sharpening, despeckling, blurring, median fil-
tering, and random noise addition. Table-3 below reports
the extraction results for the attacks listed above followed
by 90o rotation. As seen, except in cases of noise addition,
the algorithm works exceptionally well for combination at-
tacks. In all other cases of combination attacks, the retrieval
rate is greater than 90% and even in case of noise addition



Table 3: Extraction Results After Combination Of Attacks
Prior To90o Rotation

Test Retrieval Rate
JPEG (Q 90-20) 96.4% - 94.1%

Sharpening 91%
Despeckle 93.2%

Smart Blur (Rad. 5) 91.4%
Median Filtering 95%

Uniform Noise (10%-15%) 85.6%-82%
Gaussian Noise (10%-15%) 83.3%-76.1%

prior to rotation, at least 75% of the embedded signal is de-
coded correctly.

6. CONCLUSION

We proposed an algorithm that is resilient to rotation and cropping
attacks with retrieval rates exceeding 97% for all angles of rota-
tion. When the rotation angle is between0o and45o, the proposed
algorithm retrieves 99% of the embedded bits correctly. Experi-
ments show that the proposed algorithm is robust not only to rota-
tion and cropping attacks, but also works well in the presence of
a combination of rotation, cropping and several other popular at-
tacks. In all cases of combination attacks except for noise addition,
at least 90% of the embedded signal is correctly retrieved. For the
case of additive random noise attack followed by rotation attack,
at least 75% of the embedded signal is decoded correctly.
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