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Joint Source-Channel Decoding for MPEG-4 Video
Transmission Over Wireless Channels

Qingyu Chen and K.P. Subbalakshmi

Abstract— This paper investigates the use of joint source-
channel coding for reliable transmission of MPEG-4 video over
wireless channels. We present a maximuma posteriori prob-
ability (MAP) based, joint source-channel decoder for variable
length coded intra and inter macroblocks in a MPEG-4 encoded
video stream. We then provide a comprehensive evaluation of this
paradigm as an alternative method for achieving error resilience.
In particular our method is tested in conjunction with the MPEG-
4 error resilience tools such as reversible variable length codes
(RVLC), resynchronization markers and data partitioning, with
and without FECs and finally without the use of RVLCs (only vari-
able length codes). In addition, the JSCD algorithm is tested with
and without the use of FECs (Reed-Solomon codes). These tests
show that the best performance at high channel bit error rate is
obtained when all error resilience tools are co-opted. The maxi-
mum improvement due to the proposed decoder when used with-
out FEC is about7 dB for RVLC and 8 dB for VLCs. These num-
bers are about2.2dB and 7.5dB respectively, when the MAP de-
coder is used in conjunction with the Reed-Solomon codes.

Index Terms— MPEG-4 video over wireless channels, joint
source-channel coding, error-resilient multimedia communica-
tion, MAP decoding, RVLC decoding

I. I NTRODUCTION

M PEG-4 [1], [2] is a state-of-the-art audiovisual coding
standard that adopts object based coding techniques to

achieve efficient representation of video content. MPEG-4
video standard usesmotion estimation(ME) and thediscrete
cosine transform(DCT) to reduce the redundancy of the video
source. While this hybrid coding approach (block based DCT
+ ME) can achieve significant compression efficiency, it is very
sensitive to channel noise. For example, because of the use of
spatio-temporal prediction, a single erroneously recovered sam-
ple can lead to errors in the following samples in the same and
successive frames. Moreover, because of the use ofvariable
length codes(VLC), a single bit error can cause the decoder to
parse the codeword boundaries incorrectly leading to a loss in
synchronization. Such loss of synchronization adversely affects
the reconstructed video quality.

Although more traditional methods likeautomatic repeat re-
quest(ARQ) andforward error correction(FEC) reduce the ef-
fect of channel errors, these solutions could prove to be expen-
sive in band-limited communications of delay sensitive signals
like video. On the one hand, ARQ based systems may incur
significant delays which could also potentially lead to network
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congestion; while FEC are usually expensive in terms of band-
width and often fine-tuned to a particular error rate, with catas-
trophic deterioration in performance when the actual conditions
differ. It is thus of interest to search for alternative ways to de-
crease the error sensitivity of variable length encoded video.

The MPEG-4 standard itself provides a set of tools to deal
with the error resilience problem which include:reversible
variable length codes(RVLC) [3], [4], resynchronization mark-
ers (RM) anddata partitioning(DP) [5]. Although these error
resilience tools can protect the video stream from some chan-
nel errors and can recover some corrupted video frames; they
can only restrict the propagation of errors to a small region of
time or space and not eliminate the errors completely. There-
fore, when the channel bit error rate (BER) is very high, the
decoded MPEG-4 video sequence will still have many noisy
blocks, which could potentially degrade the visual quality sig-
nificantly.

In this paper we present a maximuma posteriori proba-
bility (MAP) based,joint source-channel decoder(JSCD) for
the variable length encoded intra and inter macroblocks in a
MPEG-4 encoded video stream. We then test the use of our
decoder both, in conjunction with and in lieu of, some of the
error resilience features of the MPEG-4 standard. The aim of
this paper is threefold:

1) to develop a joint source-channel decoder for VLCs used
in the MPEG-4 video streams.

2) to measure the performance of this decoder both,in con-
junction withand in lieu of some of the error resilience
features provided in the MPEG-4 standard.

3) to measure the performance of this decoder with and
without FEC.

This paper is organized as follows: we discuss joint source-
channel coding in section II and MPEG-4 error resilience tools
in section III. In section IV, we describe the model for wire-
less channel and the model for input source. The MAP problem
is formulated and a brief description of the algorithm is given
in V. Extensive experimental results and comparisons are de-
scribed in section VI.

II. JOINT SOURCE-CHANNEL CODING

Joint source-channel coding(JSCC) has been receiving sig-
nificant attention lately as a viable solution for achieving re-
liable communication of signals across noisy channels. The
rationale behind using such techniques is the observation that
Shannon’s source-channel separation theorem [6] does not usu-
ally hold under delay and complexity constraints or for all chan-
nels [7]. JSCC tries to design the source coder and chan-
nel coder in some joint way, which can provide better error
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protection and bandwidth utilization. JSCC schemes can be
broadly classified into three different categories,joint source-
channel encoding(JSCE) [8]-[10],joint source-channel decod-
ing (JSCD) [11]-[29], [31]-[36], [38]-[39] and rate allocation
strategies [40]-[42]. As the names suggest, these deal with the
joint design of encoders, decoders and the rate allocation be-
tween the channel and source codes respectively. One early
work in this class is by Dunham and Gray [8], where they
demonstrate the existence of a joint source-channel system for
special source and channel pair, by showing that a communica-
tion system using trellis encoding of a stationary, ergodic source
over a discrete memoryless noisy channel can perform arbitrar-
ily close to the source distortion-rate function evaluated at the
channel capacity. Other works include an index assignment al-
gorithm proposed for the optimal vector quantizer on a noisy
channel [9] and the design of quantizers for memoryless and
Gauss-Markov sources over binary Markov channels [10].

Work on rate allocation between the channel and source
codes includes the optimal allocation algorithm between a vec-
tor quantizer and a channel coder for transmission over abinary
symmetric channel(BSC) [40], the optimal source-channel rate
allocation to transmit H.263 coded video with trellis-coded
modulation over a slow fading Rician channel [41] and an algo-
rithm to distribute the available source and channel coding bits
among the subbands of scalable video transmitted over BSC to
minimize the expected distortion [42].

JSCD schemes can be further classified intoconstrained
JSCDs andintegratedJSCDs. Constrained JSCDs are typically
source decoders that are built using prior knowledge of chan-
nel characteristics while integrated JSCDs combine the source
and channel decoder into one unit. One example of constrained
JSCD for fixed length encoded sources is the work of Sayood
and Borkenhagen [11], who investigated the use of residual re-
dundancy left in the source after coding it with adifferential
pulse code modulation(DPCM) source coder in providing error
protection over a BSC. This was then extended to include con-
ventional source coder/convolutional coder combinations [12].
Other work in this class includes the design of a MAP detector
for fixed length encoded binary Markov source over a BSC [13]
and a MAP decoder for hidden Markov source [14].

Designing JSCDs for VLC encoded sources is in general
more complex because the parsing of the bit stream is not
known a priori. Some examples done in this direction for
the fully interleaved, memoryless channel include the design
of source-symbol synchronized Viterbi decoders for convolu-
tional and VLC coded source [15], the exact and approximate
MAP decoder for variable length encoded data transmitted over
BSC [16] and soft-in soft-out dynamic decoding for VLCs [17].
Some researchers have proposed iterative JSCDs. This method
serially concatenates VLC decoder and soft convolutional de-
coder and do decoding process iteratively. Examples include
the work on symbol by symbol MAP decoding for VLC coded
memoryless source by Baueret al [18] and its extension for
RVLCs [19]. Hedayatet al compared an iterative JSCC with
a separable system under the same overall rate and computa-
tional complexity [20]. Klieweret al designed an iterative de-
coder consisting of ana posteriori probability based channel
decoder and the proposeda posterioriprobability based VLC

source decoder [21]. An example on JSCD for turbo codes is
by Guivarchet al, who have proposed methods of incorporating
a priori information on Huffman codes into the turbo decoder
[22]. We recently developed a novel state-space structure and
designed a MAP decoder for VLC encoded memoryless sources
[23] and Markov sources [24], [25] transmitted over BSCs for
the case where the number of transmitted words is not known
to the decoder.

Design of integrated JSCDs has also been gaining significant
attention lately. One example for transmission over memory-
less channels includes the work of Murad and Fuja [26], who
developed an integrated source-channel decoder by combining
graph representations of the Markov source model, the Huff-
man source code decoder, and the convolutional channel de-
coder. This algorithm was then used to exploit the residual
redundancy inmotion vectors(MVs) [27]. Lakovic and Vil-
lasenor proposed a modified Viterbi decoding trellis [28], incor-
porating information about the structure of the Huffman source
code. This decoder differs from [26] in that it is designed for
memoryless sources. The authors then incorporated it into a
turbo decoder in [29], giving better performance.

Wireless channels are characterized by bursty errors due to
fading effects. Alajaji,et al. developed a Markov model for
this channel which was namedadditive Markov channel(AMC)
model [30]. A MAP detector for binary asymmetric Markov
sources (not VLC) was then developed for wireless channels,
modelled using the AMC model [31] and this was then ap-
plied to image transmission in [32]. A MAP based JSCD for
variable-length encoded Markov sources was developed using
this channel model [33], [34].

Some of the more recent work that directly relates to joint
source-channel decoding for MPEG-4 coded video streams in-
clude that of Kopansky, Bystrom and Kaiser [35], [36]. The
authors presented a method for decoding start codes and over-
head information in a MPEG-4 bitstream using sequential de-
coding with soft channel values [35]. The overhead information
is viewed as variable-length codes and a tree whose states rep-
resent the current count of received bits is constructed. Fano’s
algorithm for sequential decoding [37] is used with both soft
and hard channel values in this work. They also presented a
performance evaluation of MAP and sequential decoding using
soft channel values in [36], where their results indicate that for
codes with large Hamming distances between codewords, trans-
mission with no channel coding may be feasible for good chan-
nels. In addition, a method ofunequal error protection(UEP)
for a MPEG-4 bitstream using both the MAP and sequential
source decoders was also presented. In this method, RVLCs
and overhead information are transmitted without any FEC, but
the remaining bits of MPEG-4 stream are coded with a convo-
lutional code. Then RVLCs are decoded with the MAP decoder
and the overhead information is decoded with a sequential de-
coder. Other bits are decoded with a soft decision convolutional
decoder. The results of their scheme shows comparable perfor-
mance with the traditional method.

Our approach is different from [36] in that, we apply hard de-
cision MAP decoding for VLCs in inter and intra macroblocks
of the MPEG-4 bit stream. Also we study the problem of error
resilient transmission of MPEG-4 video in thewirelessenviron-
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Fig. 1. Bit structure of resynchronization and data partitioning

ment. Our algorithm does not use the knowledge of the length
of the bit stream (either in symbols or bits). Simulation results
show that the proposed decoder provides significant subjective
and objective gains (as measured in terms of thepeak signal-
to-noise ratio(PSNR)) over standard error resilience schemes.
Some preliminary results were published in [38], [39].

III. MPEG-4 VIDEO CODING AND ERRORRESILIENCE

TOOLS

A set of algorithms and tools were standardized in MPEG-
4 for coding and flexible representation of audio-visual data to
meet the challenges of emerging and future multimedia appli-
cations and applications environments [1]. Main features of the
MPEG-4 standard include object-based coding, object-based
scalability, improved compression, error resilience and hybrid
synthetic/natural video coding. MPEG-4 relies on an efficient
content-based representation of the video data to provide the
above features. A key concept in MPEG-4 is that ofvideo ob-
ject (VO). Each VO is characterized by intrinsic properties such
as shape, texture and motion. MPEG-4 considers a scene to be
composed of several VOs.

Like MPEG-1 and MPEG-2, MPEG-4 adopts DCT and
quantization on a block-by-block basis to reduce the spatial re-
dundancy within one frame [1]. In order to reduce the temporal
dependence between adjacent frames,macroblock(MB) based
motion estimation and compensation are also deployed. MBs
that are coded using motion compensation are named inter MBs
and MBs coded without motion compensation are named intra
MBs. Both of them can be either encoded with VLCs or RVLCs
depending on whether this error resilience option (RVLC) is
specified or not.

A number of tools have been incorporated into the MPEG-
4 video encoder to make it more error-resilient. These tools
can be categorized asresynchronization, data recovery, error
concealment, anderror refreshment[1], [2]. Resynchroniza-
tion tools attempt to keep the synchronization between the de-
coder and the encoder after errors have been detected. One
such tool is resynchronization marker, which is inserted into the
bitstream periodically. Header bits carrying information about
the spatial location of the following MBs are added immedi-
ately after these resynchronization markers. When synchro-
nization is lost, these header bits can help the decoder regain
synchronization. Data partition can be utilized both for data re-
covery and error concealment. Data partitioning involves the
separation of the video data within a video packet into two
parts: motion vectors (MV) and DCT data. This is done us-
ing a unique motion marker. When errors are detected solely
in the DCT field of a MB, it is reconstructed using just the cor-
responding MV, which will result in better quality than simple
replacement from the previous frame. An example illustrating
the bitstream organization with resynchronization and data par-
titioning is given in Figure 1. As seen in this figure, a video

Fig. 2. Decoding RVLC in both directions reduces error region

packet is composed of a resynchronization maker, header and
motion information (MV), motion marker and texture informa-
tion (DCT data). Header information is provided at the start
of a video packet. These header information include MB num-
ber (MB number) of the first MB in this packet, quantization
parameter (QP) for the first MB and the header extension code
(HEC). HEC is essentially a sign bit which indicates whether
additional video object plane (VOP) level information like tim-
ing information, temporal reference, VOP prediction type and
some other information will be available in this header. The
header extension feature enables the decoder to correctly uti-
lize data contained in the current packet without reference to
other packets.

RVLCs are a class of entropy codes that can be uniquely de-
coded in both the forward and reverse directions [3], [4] such
that, when the decoder detects an error while decoding the bit
stream in the forward direction, it proceeds to the end of the
stream and decodes the bit stream in the reverse direction un-
til it encounters an error. Although RVLCs could potentially
reduce the compression efficiency achievable by VLCs, it pro-
vides substantial improvement in error resilience. Therefore,
the decoder can recover some of the data that would otherwise
have been discarded. Figure 2 shows how the RVLC works.
Here, the decoder starts to decode the information from left to
right (marked by an arrow in the figure). When an error occurs
within the DCT coefficients region, the decoder stops decoding
in the forward direction and jumps to the next resynchroniza-
tion marker and proceeds to decode in the reverse direction.
The erroneous region is now limited to the cross hatched area
instead of being spread out as in the case when only variable
length codes are used (indicated by the shaded area).

In this paper, resynchronization markers, data partitioning
and RVLC are used when we encode the MPEG-4 video. We
propose a JSCD algorithm for RVLC coded streams thus using
JSCD in conjunction with the MPEG-4 error resilience options.
We also compare the JSCD developed for VLCs [33] along with
the use of data partitioning and resynchronization markers with
the RVLC case - both with and without the MAP decoder. The
error refreshment in the MPEG-4 standard is designed to re-
fresh the reference frame when errors occur. In this paper, we
don’t consider error refreshment techniques, since it does not
have a direct bearing on the performance of our algorithm.

IV. CHANNEL AND SOURCEMODELS

A. Channel Model

Wireless channels are characterized by fading which implies
that the bit errors occurring in the wireless channels have mem-
ory. Alajaji, et al. [30] proposed anadditive Markov channel
(AMC) model for slow fading wireless channels. According to
this model, the channel can be described by the equation:

Yi = Xi ⊕ Zi, ∀i = {1, 2, ...} (1)
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whereXi, Zi and Yi are binary and represent the input, the
noise and the channel output bit, respectively and⊕ denotes the
binary XOR operation. The noise processZi is assumed to be a
stationary, ergodic, Markov process, independent of the input.
For a channel with error probabilityε and correlation coeffi-
cientρc, the transition probabilitiesQ(zn|zn−1) ≡ Pr{Zn =
zn|Zn−1 = zn−1} and the marginal probabilities of the noise
bitsQ(zn) ≡ Pr{Zn = zn} are given by:[

Q(0|0) Q(1|0)
Q(0|1) Q(1|1)

]
=

1
(1 + δ)

[
1− ε + δ ε

1− ε ε + δ

]
(2)

with Q(1) = ε = 1 − Q(0) andδ = ρc/(1 − ρc) is a correla-
tion parameter. In this work we use this model for the wireless
channel.

B. Source Model

Video compression algorithms try to eliminate the redun-
dancy in the video signal; however, most practical schemes are
not completely successful in removing this redundancy due to
complexity constraints. This leads to residual redundancy re-
maining in the source after compression. This redundancy may
be attributed to the non-uniform source distribution or to the
source memory, or both [31]. Joint source-channel decoders try
to make use of this redundancy to reduce the effect of the chan-
nel noise in the decoded signal. In order to design a JSCD that
is matched to the source, we need to determine if the source has
any memory in it. In order to do this we calculate the covariance
of the source.

In this work, we have four different sources: inter and intra
MBs coded using VLCs or RVLCs. To determine if the sources
have memory, we treat the input source as a stochastic process
Xn, and compute its covariance using the following equation:

Cn,n+1 = E{XnXn+1} − E{Xn}E{Xn+1} (3)

A non-zero covariance would indicate that the source has mem-
ory. Table I gives the covariances of the four different sources
for 16 frames of the foreman sequence (QCIF resolution),
which is our test sequence. This table indicates that the sources
are not memoryless and hence we model them as 1-D Markov
processes and apply the MAP decoder developed in [33] for
entropy coded Markov sources over wireless channels to both
sources.

TABLE I
COVARIANCES OF SOURCES

VLC coded RVLC coded
Intra MB -342.1 -626.9
Inter MB 168.8 454.0

V. PROBLEM FORMULATION AND THE ALGORITHM

The problem of decoding a sequence of symbols transmitted
over a noisy channel can be cast as a multiple decision problem.
Finding the maximuma posterioriprobability (MAP) sequence

then becomes equivalent to minimizing the probability of deci-
sion error for the sequence. The MAP decoder searches over
all possible transmitted sequences to find the most probable
one among them. Considering the computational complexity,
MAP problems are usually cast in a dynamic programming for-
mat. For variable-length encoded sequences, the partitioning of
the bit stream into component codewords is not obvious, mak-
ing the dynamic programming formulation more challenging.
However, once an appropriate state-space is defined this prob-
lem can be solved using a trellis based algorithm that prevents
the complexity from escalating with time.

Here we briefly overview the maximuma posteriori prob-
ability (MAP) problem for a 1-D first order, variable-length
encoded Markov source transmitted over a wireless channel,
modelled as an AMC [33], [34]. LetC denote the set of all
possible B-bit sequences of variable-length codewords of a first
order Markov source. Thejth such sequence is then denoted by
cn(j)

j = {cj,i}n(j)
i=1 , wherecj,i is the codeword corresponding to

the ith symbol in the transmitted stream andn(j) is the total
number of codewords in this sequence. Similarly,rj,i is theith

symbol of the received bit-stream under the same partition as
cn(j)

j . The task of the decoder is to take the received bit stream
and to search through the members ofC for the most probable
transmitted sequence, which we denote by indexĵ.

Since there are many ways in which to partition the received
bit stream to yield different index sequences, the problem is
to find the ”best” possible index sequence, given the source
and channel statistics. We note that the different partitions
of the received bit stream will, in general, lead to different
number of codewords in the index sequence for a variable-
length encoded signal. More formally, the MAP problem for
the AMC (MAP-AMC) is to determine the optimal sequence

cn(ĵ)

ĵ
= {cj,1, ..., cj,n(ĵ)} according to:

cn(ĵ)

ĵ
= arg max

c
n(j)
j

[Pr(cj,1)εZj,1(1− ε)(1−Zj,1)×

n(j)∏
k=2

Pr(cj,k|cj,(k−1))
B∏

i=2

Pr(Zj,i|Zj,(i−1))]

(4)

wherePr(cj,1) is the probability that codewordcj,1 was trans-
mitted first,Pr(cj,k|cj,k−1) is the probability that the codeword
cj,k was transmitted immediately after the codewordcj,k−1 and
Zj,i is the ith noise bit under thejth partition, which is de-
termined by the received bit stream, the specific partition and
Equation 1. This maximization overj, effectively searches
through all possible error sequences and bit stream partitions.

The above maximization can be cast as a dynamic program-
ming problem. A good state-space needs to be defined to suit
the variable-length codewords. In [24], authors presented an
effective state-space consisting of two classes of states: the
complete and the incomplete states to deal with variable length
coded transmission over BSCs. This state-space is a generaliza-
tion of the one developed in [43] for variable dimension vector
quantization. It was later shown [34] that the same state-space
can be used for the wireless channel case as well, providing
that some bit-error probability history is maintained. Accord-
ing to this state-space definition, the decoder is said to be in a
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complete state if the most recent bit that it received is the last
bit of a codeword. If the last received bit does not terminate a
codeword, then the decoder is said to be in an incomplete state.

The time evolution of the state-space gives rise to a trellis.
Two operations take place at each stage of trellis. One consists
of examining the metrics of all the paths, entering each node
(state-stage pair) in the trellis and the other consists of looking
for a merger of the paths and the actual declaration of decoded
codewords (if there is a merge). For complete states, the path
update step involves finding the best metric path leading to the
state and retaining it; whereas, for the incomplete states, we
must retain the metric values of all the paths back to the last
complete state. At the end of sequence, the maximum metric
path ending in a complete state is the decoded stream. The
algorithm can be stated formally as follows:

Initialize:
• Set stage number:i← 1
• Set all path metrics to zero.
• Set all paths to NULL.

Input: Bit at ith stage.
Update path metrics:
• Complete states: add the smallest incremental

metric.
• Incomplete states: retain metric values of all its

parent states (parent states are complete states in
previous stages that can lead to this incomplete
state at this stage).

Update noise-bits:
• Complete states: compare input bits and decoded

codewords to get the error-bits information.
• Incomplete states: retain noise-bits information

of all its parent states.
Update paths:
• Complete states: concatenate the path segment

with the smallest incremental metric.
• Incomplete states: retain links to all parents.

Merge check and output:
• If i >= lmax + 1

check for path merges from complete and
incomplete states and declare the com-
mon ancestor to be part of the decoded
stream. lmax is the maximum length of
codewords.

• If there are no more bits
STOP.

Else
i← i + 1
go toInput .

The complexity of trellis based algorithm is generally con-
sidered to be equal to the number of states in the state-space.
In this case, the complexity would beN + lmax − 1. It is
also possible to decrease the complexity of the algorithm to
N + (lmax − 1)/g, when the greatest common divisor of the
lengths of the codewords in the codebook,g is greater than one,
along the lines of reasoning in [43].

Note that since a RVLC is a special form of VLC, the state-

Fig. 3. Experimental Set-up for evaluating the performance of the MAP de-
coder without channel coding

space and the algorithm developed for decoding VLCs is appli-
cable to RVLCs as well.

VI. EXPERIMENTAL SETUP AND RESULTS

One aim of this paper is to compare the error resilience
measures in the MPEG-4 codec with some constrained JSCD
paradigms and to evaluate the merits of this approach. We also
want to evaluate the performance when the JSCD approach is
used in conjunction with channel coding. Hence the experi-
ments described in this section are designed to study the per-
formance of the joint source-channel decoder both separately
and in conjunction with some of the MPEG-4 error resilience
features as well as traditional error control techniques like the
FEC.

A. JSCD without channel coding

In this section, we present four experiments that were con-
ducted: encode the MPEG-4 inter and intra coded MBs using
VLCs and decode them with: 1) a naı̈ve decoder and 2) the
MAP decoder developed for VLCs over AMCs. We then use
the RVLC option of the MPEG-4 encoder for both the inter
and intra MBs and decode the received bit streams using: 3)
the standard MPEG-4 decoder and 4) our decoder for RVLC
codes. The experimental set-up is depicted in Figure 3. The bit
stream corresponding to inter and intra MB are corrupted sep-
arately through eight instances of the wireless channel (simu-
lated using different random seeds). Two error resilience tools:
data partitioning and resynchronization markers are deployed in
all experiments. We assume that the remaining portions of the
MPEG-4 video stream (MV, Control bits, etc) are very well pro-
tected using standard forward error correcting schemes. Since
the motion vector does not have much memory in them, design-
ing a JSCD for this portion of the stream may not prove to be
effective and the control bits are too sensitive to errors. Our
test sequence consists of16 frames of the foreman sequence
coded as one object with two I-frames (the1st and9th) and
fourteen P-frames. We choose frames 284 - 299 from the400
frames of the entire test sequence because this section exhibits
a lot of activity and a scene change. The rates of the encoded
sequences for all experiments are kept the same at0.164 bits
per pixel. The average PSNR of the Y component of the com-
pressed stream (with no channel corruption) is33.57 dB using
RVLCs and34.38 dB using VLC. We use four different chan-
nel bit error rates(ε) : 10−2.5, 10−3, 10−3.5 and10−4 to cor-
rupt the encoded stream. The channel correlation coefficient
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Fig. 4. PSNR of Y component for VLC and RVLC coded MBs for the Foreman
sequence atε = 10−2.5

Fig. 5. PSNR of U component for VLC and RVLC coded MBs for the Foreman
sequence atε = 10−2.5

(ρc) is set at0.8. The results presented here are the average of
eight realizations of the channel, corresponding to eight differ-
ent error patterns. Figures 4, 5 and 6 provide a frame-by-frame
comparison of the performance of the MAP decoder with the
MPEG-4 decoder in terms of the average PSNR for the Y, U
and V components of the decoded video frames when the inter
and intra MBs are coded using (a) VLC and (b) RVLC codes.
The channel error rate is fixed at10−2.5 for these plots. Just
as expected, the scheme employing RVLC does better than the
one that uses only VLC. We also observe that for both the VLC
and the RVLC cases, the MAP decoder performs much better
than the standard MPEG-4 decoder.

In order to see the difference in improvement due to the MAP
decoder for VLC and RVLC, the average PSNRimprovements
offered by the MAP decoder over the standard MPEG-4 de-
coder for the Y, U and V components for VLC and RVLC are
given in Table II. As we can see, the improvement due to the

Fig. 6. PSNR of V component for VLC and RVLC coded MBs for the Foreman
sequence atε = 10−2.5

TABLE II
AVERAGE PSNRIMPROVEMENTS OFMAP DECODER FORVLC AND

RVLC

PSNRY PSNRU PSNRV
VLC 6.0 7.0 7.0

RVLC 4.6 5.4 5.6

MAP decoder is better for the VLC coded sequence than the
RVLC coded sequence. Because the RVLC itself offers some
error resilience and so the additional improvement due to the
MAP decoder is reduced, although it is still significant. Figure
7 plots the average PSNR of the Y-component (PSNRY) of the
whole video sequence at different channel bit error rates. This
graph also shows the PSNRY of the sequence for the error free
case, capturing only the source code induced noise, for both
the RVLC encoded and VLC encoded case. From this figure,
we see that MAP decoder performs significantly better than the
standard MPEG-4 decoder, reaching8 dB improvement when
ε = 10−2.5 for the VLC coded streams and6.4 dB improvement
for the RVLC coded streams. Finally, in Figure 8 we observe
the actual MAP and MPEG-4 decoded frames (frame number
284) for the VLC and RVLC coded sequence whenε = 10−2.5,
giving a more perceptual idea of the performance of the de-
coders. The reconstructed frame in VLC and RVLC option
without channel error are also included. As we can see, the
MAP decoder seems to correct most of the block errors which
the MPEG-4 error resilience tools is unable to handle for both
RVLC and VLC coded frames.

B. JSCD with channel coding

In this part, channel coding is also incorporated in our
scheme. The main purpose of this experiment is to evaluate
the performance of the JSCD paradigm when FEC is also em-
ployed for error resilience. In MPEG-4 coded video streams,
the headers and control bits are the most sensitive part because
they control the decoding procedure. Among the remaining
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Fig. 7. Average PSNR of Y component for VLC and RVLC of the foreman
sequence

(a) (b)

(c) (d)

(e) (f)

Fig. 8. Reconstructed frames without FEC.(a) Error free frame with VLC
option. (b) Error free frame with RVLC option. (c) MPEG-4 decoder with
VLC option. (d) MAP decoder with VLC option. (e) MPEG-4 decoder with
RVLC option. (f) MAP decoder with RVLC option.

Fig. 9. Experimental Set-up for MAP decoder with FEC

Fig. 10. PSNR of Y component for VLC and RVLC coded MBs for the
Foreman sequence atε = 10−2.5 with FEC

bits, MVs are more important than the DCT coefficients, be-
cause motion vectors can be used for some error concealment
approaches. For example, when a MB in the current frame is
damaged, the decoder can copy the corresponding MB from the
previously decoded frame based on the MV for this MB. Due to
this inherent differences in the importance of the coded video
stream, we use an unequal error protection (UEP) scheme: the
(127, 111) Reed-Solomon (RS) code for the motion vector and
a weaker (31, 27) RS code for the inter and intra MBs. Like in
the earlier simulation, we assume that the header and control
bits are very well protected using a powerful channel code and
hence are not corrupted. The experimental set-up is depicted in
Figure 9. MAP decoding is applied for the inter and intra MB
after the channel decoder.

Since FECs can correct some of the errors in the received
bit stream, the effective error rate at the channel decoder output
will be less than the actual error rate. We use a set of training
frames to estimate this error rate. To keep the overall bit rate
the same as in the earlier simulation (0.164 bits per pixel), the
source rate is reduced to0.143 bits per pixel. As before, we also
use data partitioning and resynchronization markers for added
resilience. Other experimental setup and parameters are kept
the same.

Figures 10, 11 and 12 give the PSNR for the Y, U and V com-
ponents of decoded video frames for VLC and RVLC for both
the MAP decoder and the regular MPEG-4 decoder when chan-
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Fig. 11. PSNR of U component for VLC and RVLC coded MBs for the
Foreman sequence atε = 10−2.5 with FEC

Fig. 12. PSNR of V component for VLC and RVLC coded MBs for the
Foreman sequence atε = 10−2.5 with FEC

nel error rate is10−2.5. We observe that for both the VLC and
the RVLC cases, the scheme employing FEC and MAP decoder
performs much better than the FEC scheme without the MAP
decoder. Figure 13 gives the average PSNR of the entire video
sequence for all the schemes. The average PSNR of the MAP
decoded RVLC and VLC sequence is compared for schemes
with and without FEC in this graph. This figure also shows the
performance of the standard MPEG-4 decoder for comparison.
From this figure, we can observe that MAP + FEC for RVLC
and MAP for RVLC perform best. When the channel error rate
is high (> 10−3), FEC is working well in conjuction with MAP
for the RVLC. However when the channel error rate is too low
(< 10−4), MAP for RVLC is better. In addition, we see that
MAP + FEC for VLC and MPEG-4 + FEC for VLC perform
the second best where MAP for VLC is not good. Hence we see
that the MAP decoder can be used to advantage in conjunction
with FEC, RVLC or both. Figure 14 shows frame number284

Fig. 13. Average PSNR of Y component for VLC and RVLC of the foreman
sequence with FEC

(a) (b)

(c) (d)

(e) (f)

Fig. 14. Reconstructed frames with FEC. (a) Error free frame with VLC
option. (b) Error free frame with RVLC option. (c) MPEG-4 decoder with
VLC option. (d) MAP decoder with VLC option. (e) MPEG-4 decoder with
RVLC option. (f) MAP decoder with RVLC option.
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of the foreman sequence. Here the inter and intra macro blocks
are coded using the VLC or RVLC and then channel coded us-
ing the RS code described earlier. The figure shows the perfor-
mance of the MAP decoder and the MPEG-4 decoder when the
channel error rateε = 10−2.5. As expected, the scheme that
includes a MAP decoder does perceptually better than the one
that does not for both VLC and RVLC coded frames.

VII. C ONCLUSIONS

This paper studied the problem of error resilient transmis-
sion of MPEG-4 encoded video over wireless channels. We
developed a MAP decoder algorithm for the RVLC and VLC
coded inter and intra macro blocks. Several experiments were
conducted to study the applicability of the proposed JSCD al-
gorithm for MPEG-4 transmission over wireless channels. It
was seen that the proposed decoder can be incorporated in con-
junction with or in lieu of the several error resilience features
proposed in the MPEG-4 standard. We also showed through
simulations that the proposed decoder compares favorably with
traditional forward error correcting codes. From our experi-
ments we conclude that the best performance is achieved when
all error resilient features are co-opted when channel bit error
rate is high. At low channel error rate, proposed MAP decoder
for RVLC without FEC is the best. The worst performance is
reported for the scheme that only uses resynchronization mark-
ers and no other error protection (like FEC, RVLC, or MAP
decoding).
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