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Abstract

Minimizing power consumption is crucial in battery power limited secure wireless
mobile networks. In this paper, we (a) introduce a hardware/software set-up to
measure the battery power consumption of encryption algorithms through real-life
experimentation, (b) based on the profiled data propose mathematical models to
capture the relationships between power consumption and security, and (c) for-
mulate and solve security maximization subject to power constraints. Numerical
results are presented to illustrate the gains that can be achieved in using solutions
of the proposed security maximization problems subject to power constraints.
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1. INTRODUCTION

Mobile wireless network security has emerged as an important topic of research re-
cently. It is well known that security approaches based on encryption play a major
role in this domain. One major hurdle in providing information security in mobile
wireless devices is the limited battery power. The pace of advancements in battery
technologies has not kept up with that of wireless technologies [Buchmann ]. This
implies that mobile devices typically operate on a frugal power budget and there-
fore computationally intensive encryption/decryption algorithms and the related
security parameters may not be supported. We also note that there are several
applications such as wireless sensor networks where the battery power limitation is
extreme and re-charging or changing drained batteries may be impossible.

Traditional cryptography (crypto) deals mainly with ensuring the security of the
encrypted data. Several notions such as provably secure, unconditionally secure etc.
are used towards this objective. One key point to note is that the design of crypto
algorithms based on these notions typically do not account for physical constraints
such as limited battery power. Therefore, as we will see later in this paper, intro-
duction of battery power constraint changes the encryption based security problem
significantly. For example, it may not be possible to support a security requirement
given the power budget and conversely some security has to be sacrificed so that
the physical wireless connection is not cut-off due to total battery power loss. Then
the key questions are two fold:

—How do we model the relationship between battery power consumption and
crypto algorithms and the related choice of parameters?

—How to optimize crypto parameters for a given power budget?

Therefore, the primary challenge in providing security in low power mobile wireless
devices lies in the conflicting interest between minimizing power consumption and
maximizing security. In general, we can safely assume that by doing more compu-
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Fig. 1. Security vs. battery power consumption trade-off.

tations one can achieve a higher amount of security. For example, the strength of
encryption schemes depend on the size of the key and the number of encryption
rounds [Nechvatal et al. 1999]. Larger key sizes/number of rounds produce higher
levels of security at the cost of additional power consumption. For example, Fig. 1
shows a general trend in the trade-off between vulnerability and power consump-
tion with varying number of encryption rounds. Therefore, in order to design power
efficient encryption algorithms for wireless networks there is an inherent need to
understand the relationships between power consumption and encryption parame-
ters. Once these relationships are understood well then it is possible to optimize
power consumption w.r.t. a security requirement or vice-versa.

Clearly, there are several approaches to understand and address the limited bat-
tery power problem in mobile security. Some of them are the following:

—Power-efficient hardware implementation (e.g., [Ravi et al. 2002; Goodman and
Chandrakasan 1998; Sklavos and Koufopavlou 2001; Goodman et al. 1999]).

—Characterization studies of power consumption of different crypto algorithms
(e.g., [Potlapally et al. 2003; Hodjat and Verbauwhede 2002; Karri and Mishra
2003; Bapatla and Chandramouli 2004; Prasithsangaree and Krishnamurthy
2003]).

—Lightweight security mechanisms (e.g., [Michell and Srinivasan 2004; Tosun and
Feng 2001; Perrig et al. 2002; Slijepcevic et al. 2002]).

Encryption can be implemented in different layers of the network protocol stack,
typically, in the link layer or application layer or both. For example, security is
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implemented in data link layer in the IEEE 802.11b [IEEE802.11b ] wireless local
area network standard. At the application layer the content to be encrypted and
transmitted can be easily classified into more important (higher security) and less
important components (less security). An example is the more important motion
vector data and less important quantized AC coefficients in MPEG-4 [MPEG4 ]
video coded bit stream. If such a classification is available then it facilitates the
optimization of power consumption via unequal protection of the bit stream subject
to an (average) security constraint [Bapatla and Chandramouli 2004]. Conversely,
we can pose the problem of security maximization w.r.t. a total power budget as
a constrained optimization problem over the different security levels. Encryption
can also be turned off or on depending on the time-varying battery power levels.

Two broad classes of cryptographic algorithms are symmetric or secret key cryp-
tography and asymmetric or public key cryptography. In symmetric cryptographic
schemes the sender and receiver exchange a secret key before transmission begins.
The sender encrypts the message using this secret key and the receiver uses the
same key to decrypt it. Typically the computations involved in encryption and
decryption using symmetric cryptography are about the same. In public key cryp-
tography the encryption and decryption keys are different. It is known that public
key cryptography is highly computationally intensive compared to symmetric cryp-
tography. This is one of the reasons it is not popular for low power secure mobile
communications. Also, there is no clear advantage in choosing public key encryption
techniques over secret key encryption.

Quantification of the security against attacks provided by an encryption algo-
rithm is difficult. It is still an open research problem. Some popular definitions of
security include computationally security and unconditional security. An encryp-
tion scheme is said to be computationally secure if successfully attacking it is as
hard as a known “hard” problem such as integer factoring. Here, the computational
power of the adversary is assumed to be limited. On the other hand, unconditional
security is an information theoretic definition requiring no assumptions on the com-
putational capability of the adversary. As noted in [Nechvatal et al. 1999], the best
we can hope for in quantifying security is an estimate based on known cryptanal-
ysis techniques. We follow this philosophy in this paper and provide a definition
of vulnerability (or loss in security) based on a brute force cryptanalysis attack.
This measure will then be used to investigate the battery power consumption vs.
security trade-off.

The goals of this paper are two fold: (a) measuring and modelling power con-
sumption of crypto algorithms and (b) minimize vulnerability subject to a power
constraint. We use real-life experimentation based profiling to measure the power
consumption of different encryption algorithms. We consider DES, IDEA, GOST
and RC4 encryption algorithms. Statistical regression techniques are then applied
to the collected data to derive mathematical models that capture the trends in
power consumption. This is one of the significant differences between the proposed
work and the related work cited in this paper. After developing these models the
second goal of this paper is to set-up power efficient encryption as an optimiza-
tion problem—another major difference compared with the related work in this
topic. We define the vulnerability metric as a quantity dependent on the success
ACM Transactions on Information and System Security (TISSEC) , Vol. V, No. N, February 2006.
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probability of a cryptanalysis attack. This metric is used as the objective func-
tion to formulate two vulnerability minimization problems. Algorithms that solve
these problems to give optimal power and encryption rounds allocation are also
presented.

The paper is organized as follows. We present a brief overview of the different
block encryption schemes in Section 2, the experimental setup to compute the power
profile of encryption algorithms and their mathematical modelling are discussed in
Section 3. Section 4 describes the mathematical optimizations of security under
power constraint. Numerical results are presented in Section 5. This is followed by
concluding remarks in Section 6.

2. OVERVIEW OF ENCRYPTION ALGORITHMS

In this section we provide a brief overview of the block and stream ciphers we have
considered in this paper, namely, DES [DES 1977], IDEA [Lai 1992], GOST [GOST
1989] and RC4 [Rivest 1992]. This overview will help to understand the different
computational operations and requirements of these methods. Further details can
be found in many standard books on encryption such as [Schneier 2002].

2.1 DES

DES is a symmetric block cipher that encrypts data in 64-bit blocks. A 64-bit block
of plaintext is taken as input by the algorithm and a 64 bit block ciphertext is pro-
duced as output. Since DES is a symmetric cipher the computations performed by
the encryption and decryption algorithms are nearly the same. The encryption key
length is 56 bits long with an additional 8 bits for parity checking. The algorithm
uses two basic components: substitution and permutation. A single application
of these two components on the plaintext using the key is called a round. The
maximum number of rounds in DES is 16.

Before the first round the 64-bit block plaintext is permuted using an initial per-
mutation (IP) table. Then the permuted block is divided into a left and a right
half of 32-bits each. Then a set of operations called Function f (Feistel network)is
applied in each round that combines the data with the encryption keys. The com-
putations involved in the f-function are as follows. The encryption key for each
round is derived by permuting the key bits using a key permutation table and then
choosing 48 bits. The right half of the 32 bit data block is expanded to 48 bits
using an expansion box, XORed with the key and then sent through 8 substitution
boxes (S-box) to produce 32 bits. These 32 bits are permuted again.

The output of the f-function is combined with the left half of 32 bits via XOR.
This is then swapped with the right half of data. This could be repeated up to a
maximum of 16 rounds. Decryption is the exact inverse operation.

2.2 IDEA

IDEA operates on 64 bit plaintext blocks with 128 bit key. This is also a symmetric
encryption technique and the same algorithm is used for both encryption and de-
cryption. The operations on 16-bit sub-blocks are XOR, addition modulo 216 and
multiplication modulo 216 + 1.

There are totally 8 rounds in IDEA. Initially the 64 bit block is divided into
four 16 bit sub-blocks (say, X1, X2, X2 and X4) and given as input to the first
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round of the algorithm. The four sub-blocks are subjected to the three operations
listed above, the second and third sub-blocks are swapped and given as input to the
next round. This process continues for 8 rounds where in each round the following
computations are performed [Schneier 2002]:

(1) Multiply X1 and the first subkey
(2) Add X2 and the first subkey
(3) Add X3 and the third subkey
(4) Multiply X4 and the fourth subkey
(5) XOR the results of steps 1 and 4
(6) XOR the results of steps 2 and 4
(7) Multiply the results of steps 5 with the fifth subkey
(8) Add the results of steps 6 and 7
(9) Multiply the results of step 8 with the sixth subkey
(10) Add the results of steps 7 and 9
(11) XOR the results of steps 1 and 9
(12) XOR the results of steps 3 and 9
(13) XOR the results of steps 2 and 10
(14) XOR the results of steps 4 and 10

After a round four sub-blocks are generated by steps 11, 12, 13 and 14. The two
inner blocks are swapped and given as input to the next round. After the final
round the output if transformed according to the following steps:

(1) Multiply X1 and the first subkey
(2) Add X2 and the second subkey
(3) Add X3 and the third subkey
(4) Multiply X4 and the fourth subkey

The four sub-blocks are appended to produce the ciphertext.

2.3 GOST

GOST is a 64-bit block encryption algorithm with a 256 bit key. Encryption is
performed in 32 rounds where each round uses a different subkey. The plaintext
is divided into left (L) and right (R) halves. Let Ki denote the 32 bit subkey for
round i. At round i the following operations are performed:

Li = Ri−1 (1)
Ri = Li−1 ⊕ f(Ri−1,Ki) (2)

Here, the right half and subkey Ki are added modulo 232. The result is then divided
into eight 4-bit sub-blocks and each sub-block is given as input to a different S-box
(8 S-boxes in total). The output of the S-boxes are combined to get a 32-bit block
which then is subjected to a 11-bit circular shirt. The result is then XORed with
the left half. The left and right halves are then swapped. These operations are
repeated for 32 rounds. Decryption is same as encryption.
ACM Transactions on Information and System Security (TISSEC) , Vol. V, No. N, February 2006.
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2.4 RC4

RC4 is a variable key-size stream cipher. The key stream is independent of the
plaintext. 256 S-boxes each of size 8 × 8 is employed. The entries of the S-boxes
are permutation of the number 0 to 255 and the permutation are functions of the
variable-length key. The key is generated as follows [Schneier 2002]:

i = 0; j = 0
i = (i + 1) mod 256
j = (j + Si) mod 256
swap Si and Sj

t = (Si + Sj) mod 256
K = St (3)

(4)

The plaintext is XORed with K to produce the ciphertext. By XORing K with
the ciphertext the plaintext is recovered.

In the next section we describe the hardware and software experimental test-bed
set-up that we use to measure the battery power consumption of these encryption
algorithms running on a laptop computer along with the mathematical models for
the collected data.

3. EXPERIMENTAL SET-UP FOR POWER PROFILING AND MODELLING

3.1 Experimental Set-up and Power Measurement

Clearly, encryption algorithms are computationally complex. They require several
rounds of operations, require several CPU cycles, and require a lot of memory.
Several factors such as the available memory, hardware architecture, software im-
plementation, etc. have an effect on the final power consumption. The experimental
hardware test-bed set up that was used to gather power consumption data for the
various encryption algorithms is shown in Figure 2. We used a laptop as the un-
derlying computational device for the experiments. This is because laptop based
wireless networking (e.g., IEEE802.11 wireless LAN) is extremely popular currently
and is expected to grow rapidly over the next few years.

The set-up consists of a Sony Vaio laptop with a 700 Mhz P-III processor and
128 MB RAM running Red Hat Linux 2.4.8 chosen for its open source nature. The
power consumed by the CPU in running the encryption algorithms is measured as a
function of input power supply to the Laptop. A separate DC power supply is given
to the laptop to permit measurements. The battery of the laptop is removed for
accuracy in measurements. The current measurements are gathered using Labview
software [lab ] from the GPIB interface of the power supply. In order to elimi-
nate effects of the other jobs that could be running in the background the current
consumption is first measured when no other tasks are running (idle amps). The
difference in currents when an encryption algorithm is running and idle amps is
taken as the actual current consumption during encryption. In the experiments,
since voltage variation is seen to be extremely small (measured at less than 0.25%)
we use a constant value given by the manufacturer. Power consumption value is
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Fig. 2. Experimental set-up for profiling battery power consumption of encryption algorithms.

then computed as the product of the voltage and the current consumption. Several
experiments with different data sets were conducted and the average of these results
is calculated as the final (average) power consumption value.

To monitor the power consumption of a a software encryption module we use
OProfile [opr ]. OProfile is a system-wide profiler for Linux systems capable of
profiling all running code at low overhead. OProfile leverages the hardware per-
formance counters of the CPU to enable profiling of a wide variety of interesting
statistics which can also be used for basic time-spent profiling. All of the code
is profiled: hardware and software interrupt handlers, kernel modules, the kernel,
shared libraries, and applications. So we have adapted OProfile to monitor the dif-
ferent components of an encryption algorithm in order to measure the power values
for the different functions involved. Each encryption algorithm was divided into
two portions: setup functions that initialize the key elements that would be used
in encryption/decryption and core functions which repeatedly perform operations
on the data block.

3.2 Modelling Power Consumption

In our experiments we used ten random plaintext data sets. These were encrypted
and decrypted using the different algorithms and the battery power consumption
was profiled. Some experimental data were used for model fitting and the remaining
were used for testing the model. From the experiments we observe that in DES the
function which involves both data expander and S-box substitution takes almost
75% of total execution time. Similarly for IDEA and GOST the core functions that
are carried out every round consume more time. Figure 3 shows a comparison of
consumed power for encrypting using DES, IDEA and GOST. From Figure 3 we
conclude that the differences in the power consumption values for a fixed key length
ACM Transactions on Information and System Security (TISSEC) , Vol. V, No. N, February 2006.
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and number of rounds is not significant for these three encryption algorithms.
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Fig. 3. Power consumption comparison of different block ciphers.

Figure 4 shows the variation of consumed power for different rounds of DES,
IDEA and GOST. We observe from these figures that the power consumption varies
linearly with the number of rounds. In these figures, half of the data points were
obtained experimentally to fit a mathematical model. The remaining data points
were obtained using the model to validate the model. Let P denote the consumed
power (Watts) and r the number of encryption rounds, respectively. Then using
statistical regression, for DES we find that:

P (r) = 0.0486r + 17.7335 (5)

The standard of error of this model is .0139 meaning the curve fit is a good ap-
proximation of the actual behavior. Similarly, for IDEA we find that,

P (r) = 0.0975r + 18.015 (6)

with a standard of error equal to 0.03427. For GOST, the power consumption
model obtained is:

P (r) = 0.03321r + 17.90204 (7)

with standard of error equal to 0.0450. From these models we see that among the
three block ciphers GOST has the smallest slope implying the rate of change of
power w.r.t. the number of rounds is the smallest for GOST and maximum for
IDEA.

ACM Transactions on Information and System Security (TISSEC) , Vol. V, No. N, February 2006.
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Fig. 5. Power consumption comparison of DES and RC4.
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Fig. 5 compares the power consumption of 16 round DES and 128-bit key RC4. It
is not surprising to see that the difference between the power consumption values is
significant. This is because the computations performed in RC4 are simple binary
operations. A statistical regression analysis using the power values obtained for
RC4 for varying values of the key length (k) produces the following non-linear
power consumption model:

P (k) = 15.85e−3.311/k (8)

Here, we used k=32, 64, 128, 192 and 256 to obtain experimental data for model
fitting and key lengths of 96 and 192 to test it. A standard error of 0.0797 was
obtained showing that the non-linear model (8) is a good fit.

4. SECURITY OPTIMIZATION, CRYPTANALYSIS AND POWER CONSTRAINT

Symmetric block ciphers are popular in several applications. This popularity re-
quires a high level of trust in their security. Unfortunately there are neither known
constructions of block ciphers, which offer unconditional security nor practical con-
structions, which offer provable computational security. Therefore measuring the
security of a cipher is itself an open issue. However, one way to measure the ef-
fectiveness of a an encryption algorithm is its resilience to cryptanalysis attacks.
There are three popular types of cryptanalysis attacks on encryption algorithms,
they are:

—brute-force attack,
—differential cryptanalysis [Biham and Shamir 1991]
—linear cryptanalysis [Matsui 1993; 1994].

In a brute-force attack all possible encryption keys are successively tested to find
the correct one. In differential cryptanalysis the differences in the ciphertexts for
two chosen pairs of plaintexts are compared. This comparison is used to deduce
the key.

Linear cryptanalysis is an attempt to find linear dependency of high probability
between the plaintext, the ciphertext and the key, by which the key may be re-
trieved. This is a known plaintext attack, i.e., the cryptanalyst is assumed to know
some plaintexts and the corresponding ciphertexts. The basic idea is to approxi-
mate the operation of a portion of the cipher with an expression that is linear w.r.t.
mod-2 bit-wise operation.

Note that the number of rounds and key length impact the total power con-
sumption and the security against successful cryptanalysis attacks. Therefore, it is
possible to find a mathematical relationship between power consumption and the
offered security. One way to measure security is to compare the vulnerability of a
cipher to a cryptanalysis (linear, differential etc.) attack against an exhaustive key
search. We consider linear cryptanalysis attack of DES [Matsui 1993] for the sake of
illustration. Since all the operations in DES except the S-boxes are linear it suffices
to derive linear relations of the S-boxes. These relations are derived for each S-box
by choosing a subset of input bits and output bits, calculating parity of these bits
for each of possible inputs of S-box and counting the number of inputs whose subset
parity is zero. As the number of zeros is closer to number of ones we will say that
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subset is more nonlinear. We have to find a statistical linear expression consisting
of parity of subsets of the plaintext, ciphertext and the key which is derived from
similar expressions of various rounds. Thus, the parity of some set of data bits in
each round is known as a function of the parity of the previous set of bits in the
previous round and parity of several key bits. The round linearization is based on
the linearization of S-boxes.

The DES algorithm is vulnerable to linear cryptanalysis attacks. By such an
attack, the algorithm in its sixteen rounds can be broken using 247 known plaintexts
[Matsui 1993]. This vulnerability raises a notable risk when encrypting bulk data
that may be predictable with keys that are constant. Let P, C, and K stand for
the plaintext, ciphertext and the key vector, respectively. Then, following [Matsui
1993], the purpose of linear cryptanalysis is to find the following effective linear
expression for an encryption algorithm:

P[i1, i2, ....., ia]
⊕

C[j1, j2, ......., jb] = K[k1, k2, .....kc] (9)

where i1,i2,.....,ia, j1,j2,.......,jb and k1,k2,.....kc denote fixed bit locations. This
equation holds with probability not equal to 1/2 for a random plaintext P and the
corresponding ciphertext C. Then, the value of |p−1/2| represents the effectiveness
of linear expression in Eq. (9). Let N be the number of given random plaintexts and
p be the probability that (9) holds. If |p− 1/2| is sufficiently small then the linear
cryptanalysis success rate increases with N or |p − 1/2|. This result is formalized
in the following theorem given in [Matsui 1993].

Theorem 4.1. If |p−1/2| is sufficiently small then the success rate of the linear
cryptanalysis algorithm is

∫∞
−2
√

N |p−1/2|
1√
2π

e−x2/2dx.

From this theorem the success rate of the cryptanalysis algorithm w.r.t. N can be
computed as follows:

N 1/4|p− 1/2|−2 1/2|p− 1/2|−2 |p− 1/2|−2 2|p− 1/2|−2

Success Rate 84.1% 92.1% 97.7% 99.8%

Using this analysis it can been seen that for an 8-round DES the key is breakable
with 221 known plaintexts, 12-round DES in 233 known plaintexts and a 16-round
DES with 247 plaintexts [Matsui 1993].

Another recent cipher is the AES [AES ]. It is known that currently there is no
known attack on full AES. But there have been attempts (e.g., [Biryukov 2004;
Keliher 2004]) to attack a reduced round AES. For example, in [Biryukov 2004] it
is shown that the complexity of a Boomerang attack on 5-round AES is 238 chosen
plaintexts. If further research on attacking full round AES is successful then the
data complexity of those attacks may be incorporated into our security-power trade-
off framework using an approach similar to that of DES. A modified vulnerability
measure may also be introduced.

The vulnerability decreases as the number of DES rounds increases. Therefore
we observe that the success probability of a known plaintext linear cryptanalysis
attack can be computed as a function of the number of rounds. Based on this
observation we define a measure called the vulnerability of a cipher as follows.
ACM Transactions on Information and System Security (TISSEC) , Vol. V, No. N, February 2006.
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Fig. 6. Vulnerability-power consumption trade-off in DES for 97.7% cryptanalysis success rate.

Definition 4.2. Vulnerability is defined as the ratio of maximum number of plain-
texts (for a given block length) required for a brute force search to the number of
plaintexts required using a cryptanalysis algorithm to successfully estimate the en-
cryption key bit(s).

Therefore this metric measures the amount of reduction in cryptanalysis complexity
(required number of plaintexts) when compared with a brute force search. For
example, if we take an 8 round DES it requires a total of 221 plaintexts to estimate
the key using linear cryptanalysis. If we take a 64 bit block then there are 264

possible plaintexts. Therefore, in this case vulnerability is given by 264

221 = 243

(note that in reality the numerator for DES must be 256). Figure 6 shows the
(normalized) vulnerability for different number of DES rounds in the log2(.) scale.
It is clear from this figure that as the number of rounds increases the vulnerability
decreases. On the other hand the normalized power consumption (normalized by
the maximum power consumption) increases as given in (5).

4.1 Vulnerability Minimization with Power Constraint

Suppose we have M data packets (or class of packets) and that all the packets
are not equally important in terms of security (or vulnerability) requirement. This
occurs in several applications. For instance, in video applications, the motion vector
packets need to be more secure than the packets containing texture information.
The question then is: How do we minimize the total vulnerability subject to a total
power constraint, say, Pt? A simple strategy is to allocate power Pt/M to each
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packet. But, this may not be optimal. Therefore, we formulate the problem as a
constrained optimization as follows.

4.1.1 Optimization Formulation 1. In this subsection we use DES for illustra-
tion. The objective is to optimally allocate the battery power resource to M packets
with different vulnerability requirement such that the total power budget is not ex-
ceeded. Mathematically, this problem is given by,

min
{P1,P2,...PM}

M∑

k=1

wkVk s.t.
M∑

k=1

Pk ≤ Pt (10)

where Vk stands for normalized vulnerability of packet k, k = 1, 2, . . . M , 0 ≤ wk ≤ 1
is a weighting parameter, and Pk(rk) is the (normalized) power allocated to encrypt
the kth packet. Note that a higher value of wk implies a higher security requirement
for that packet. From the data plotted in Fig. 6 we obtain a regression model for
the normalized vulnerability as:

Vk(rk) = −0.0501rk + 1.0665 (11)

which has a standard error of 0.04. Here Vk(rk) means that the kth packet is
encrypted using rk rounds. Then using (5) and (11) it is easy to see that we can
re-formulate the optimization problem (10) as follows:

min
{P1,P2,...PM}

M∑

k=1

wk[−19.2692Pk + 19.5264] s.t.
M∑

k=1

Pk ≤ Pt; 0.961 ≤ Pk ≤ 1.(12)

This is equivalent to:

min
{P1,P2,...PM}

−19.2692
M∑

k=1

wkPk s.t.
M∑

k=1

Pk ≤ Pt; 0.961 ≤ Pk ≤ 1. (13)

The optimal solution to problem (13) is obtained by replacing the inequality con-
straint

∑M
k=1 Pk ≤ Pt with the equality constraint. It is clear that the solution to

(13) can be obtained by solving the following maximization problem:

max
{P1,P2,...PM}

M∑

k=1

wkPk s.t.
M∑

k=1

Pk ≤ Pt; 0.961 ≤ Pk ≤ 1. (14)

We implicitly assume that Pt ≥ 0.96M so that each packet is at least minimally
encrypted. The new problem is equivalent to the knapsack problem, a classical
optimization problem.

Definition 4.3. [Dantzig 1957; Lawler 1976] There is a knapsack of capacity W >
0 and n items. Each item has a value πi > 0 and weight γi > 0. Find the
selection of items that fit within the knapsack while maximizing the value of items
selected. That is, if xi = 1 if item i is selected, then maximize

∑n
i=1 xiπi subject

to
∑n

i=1 xiγi ≤ W .

There are two versions of the knapsack problem. In the 0 − 1 version of the
knapsack problem, the variable xi can either be 0 or 1. That is, either the whole
item is selected or it is not. In the fractional version of the knapsack problem, xi
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is allowed to take fractional values between 0 and 1 inclusive. The 0− 1 version is
NP-hard, but the fractional version is solvable in polynomial time. According to
a folklore algorithm [Dantzig 1957], selecting the items in non-increasing order of
maximum value per unit weight (πi/γi), maximizes the value of items selected.

Observe that for every packet k, we should allocate at least 0.961 units of nor-
malized power. In general, let us denote the lower and upper bounds on the power
allocation to encrypt each packet as vk and zk respectively. Note that in our case
vk = 0.961, ∀k and zk = 1, ∀k. Therefore, we can modify the above formulation as
follows:

max
{P1,P2,...PM}

M∑

k=1

wkPk s.t.
M∑

k=1

Pk ≤ P
′
t ; 0 ≤ Pk ≤ zk − vk (15)

where P
′
t = Pt −

∑M
k=1 vk is the residual number of units of power after allocating

vk units of power (to encrypt) for each packet k. This formulation is equivalent
to the fractional version of the knapsack problem. Therefore, the following greedy
algorithm, referred as GreedyAlloc Power, solves the problem optimally.

GreedyAlloc Power:

Initialization: Allocate vk units of power to encrypt packet k, k = 1 . . . M .
Step 1 : Sort the M packets in non-increasing order of weight

wk, k = 1 . . . M .
Step 2 : Allocate the additional maximum possible power (≤ zk − vk)

to each packet k in the sorted order, i.e., wk > wk+1.
That is, zk − vk units of power are allocated to
packets k = 1 . . . j∗ − 1 for some j∗, 0 or fewer than zj∗ − vj∗

power is allocated to packet j∗ and 0 power is allocated to packets
k = j∗ + 1, . . .M where the sum total of the additional power
allocated is equal to P

′
t .

Theorem 4.4. Algorithm GreedyAlloc Power is optimal.

Proof. We will prove the optimality of GreedyAlloc Power by contradiction.
Recall that, GreedyAlloc Power, only deals with the additional power allocation
over and above vk that is allocated to each k.

Let us assume that GreedyAlloc Power allocates Pk units of additional power
to packet k as described in the algorithm. Assume there exists an optimal power
allocation solution different from the solution of GreedyAlloc Power that allo-
cates Ok units of additional power to packet k. Let i be the first packet where the
optimal solution differs from the GreedyAlloc Power solution. Hence, Oi < Pi

by virtue of the GreedyAlloc Power algorithm. Therefore for some j > i, we
should have Oj > Pj . Let δ = min{Oj − Pj , Pi − Oi}. In the optimal solution, if
we reallocate δ units from j to i, then, the cost of the optimal solution will increase
by δ · (wi − wj) since wi > wj . Therefore, this reallocation gives a solution better
than the optimal solution, which is a contradiction. Hence GreedyAlloc Power
is optimal.
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4.1.2 Optimization Formulation 2. Suppose a relationship between the required
number of plaintext-ciphertext pairs and cryptanalysis success rate is not available.
Then we can formulate the optimization problem differently as follows. Let rk

denote the number of rounds of encryption allocated for packet k, k = 1, 2, . . . , M .
Let wk > 0 be a weighting parameter; a higher value of wk implies a higher security
requirement. Let Pt be the total power constraint. It is easy to see that we can
convert Pt into an equivalent upper bound constraint on the total number of rounds
Rt of encryption using relations such as (5), (6), (7) etc. The security of the
ciphers increase with the number of rounds of encryption (which in turn increases
the power consumption). However, due to the power constraints, there is only a
limited total number of rounds for which the encryption algorithm can be run on all
the M packets. Therefore, the available number of rounds Rt is a limited resource
that needs to be judiciously allocated across all the M packets so as to maximize
the weighted total security of all the packets. We formulate this problem as an
integer linear program with integer variables rk where rk is the number of rounds
of encryption run on packet k:

max
{r1,r2,...rM}

M∑

k=1

wkrk s.t.
M∑

k=1

rk ≤ Rt; lk ≤ rk ≤ uk (16)

where lk and uk are the lower and upper bounds on the number of rounds rk for
packet k that are user fixable within the constraints of the encryption algorithm.
A higher value of lk means a higher security for that packet.

Observe that for every packet k, we should allocate at least lk rounds. Therefore,
we can modify the above formulation as follows:

max
{r1,r2,...rM}

M∑

k=1

wkrk s.t.
M∑

k=1

rk ≤ R
′
t; 0 ≤ rk ≤ uk − lk (17)

where R
′
t = Rt−

∑M
k=1 lk is the residual number of rounds after allocating lk rounds

for each packet k. We again implicitly assume that Rt ≥ M max{lk} so that each
packet is at least minimally encrypted. Note that this problem is very similar to
(15). Therefore most of the previous analyses will hold here as well. The problem
(17) is again equivalent to the fractional version of the knapsack problem. There-
fore, the following greedy algorithm, referred as GreedyAlloc Rounds, solves the
problem optimally.
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GreedyAlloc Rounds:

Initialization: Allocate lk encryption rounds to packet k, k = 1 . . . M .
Step 1 : Sort the M packets in non-increasing order of weight

wk, k = 1 . . . M .
Step 2 : Allocate the additional maximum possible number of rounds (≤ uk − lk)

to each packet k in the sorted order,
i.e., wk > wk+1. That is, an additional uk − lk rounds are allocated for
packets k = 1, . . . , j∗ − 1 for some j∗, 0 or fewer than u∗j − l∗j
rounds are allocated for packet j∗ and 0 rounds are allocated for packets
k = j∗ + 1, . . .M where the sum total of the additional number of rounds
allocated is equal to R

′
t.

Theorem 4.5. Algorithm GreedyAlloc Rounds is optimal.

Proof. The proof is identical to the optimality proof of GreedyAlloc Power.

5. NUMERICAL RESULTS

In this section we describe the numerical results obtained from the theoretical
analysis presented in the previous section. We present results only for DES to
avoid repetition. However, we note that the same principles can be used for other
block ciphers and also to select the optimal key size for RC4.
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Fig. 7. Optimal weight dependent normalized power allocation to encrypt packets.
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Figure 7 shows the results obtained using the GreedyAlloc Power algorithm
when Pt = 48.3. The weights for the packets were generated using a uniform random
variable between 0 and 1. We see from the figure that packets with higher weights
are allocated higher power. The corresponding number of DES encryption rounds
can be computed using (5). All the packets are allocated at least 0.96 (lower bound)
units of power. The power allocation values varied over 1, 0.98, and 0.96 for the
different packets. The weighted average of vulnerability for the optimal allocation
is 0.8203 when compared with 0.9124 for equal power allocation. This translates
to a gain of 26 plaintexts due to optimal power allocation—the cryptanalyst will
need a factor of 26 additional plaintexts to attain the same performance when equal
power allocation is employed. Also, for the most important packet(s) the optimal
allocation assigns power equivalent to a 16 round encryption while equal allocation
assigns 1 round of encryption for every packet, for the given constraint. This clearly
shows that a naive, equal power allocation is not efficient, especially when the power
constraint is stringent.
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Fig. 8. Optimal weight dependent normalized round allocation to encrypt packets.

Figure 8 shows the results obtained using the GreedyAlloc Round algorithm
when Rt = 600. The weights for the packets were again generated using a uniform
random variable. It is clear from the figure that packets with higher weights are
allocated higher number of encryption rounds. All the packets were allocated at
least 1 round and a maximum of 16 rounds. The results show that round allocation
values varied over 16, 11, and 1 for the different packets. The weighted average of
vulnerability for the optimal allocation is 0.3399 when compared with 0.4653 for
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equal round allocation—the cryptanalyst needs a factor of 28 additional plaintexts
to achieve the same performance as the equal round allocation. We also notice that
the optimal allocation assigns 16 rounds to the most important packet(s) while the
equal allocation assigns only 12 rounds.

Finally, we chose a scenario when the 50 packets were equally divided into two
distinct (high and low) priority classes. The value of lk was set to 8 for the high
priority packets and 1 for the low priority ones. Rt=300 was chosen with the weights
equal to 0.9 and 0.4 for the high and low priority packets, respectively. We found
that the proposed optimal round allocation assigned 16 rounds to many of the high
priority packets and the number of assigned round varied over the set {16, 11, 8, 1}.
The equal allocation assigned only 6 rounds for all the packets. Clearly, the high
priority packets are more vulnerable to cryptanalysis attack by the equal allocation
algorithm.

6. CONCLUSIONS

From the profiled data obtained from running encryption algorithms on a laptop
computer it is seen that power consumption changes linearly with the number of
rounds of DES, IDEA and GOST encryption algorithms. GOST has the smallest
rate of increase of power consumption. The power consumption of RC4 varies
non-linearly w.r.t. the key length.

The vulnerability minimization problems subject to upper bounds on the total
power and total encryption round indicate that the optimal resource (power/number
of rounds) solution is obtained by replacing the inequality upper bound constraint
by its corresponding equality constraint. For the examples considered in this paper
it is observed that the cryptanalyst will need an additional factor of 28 known plain-
texts to achieve the same performance of equal resource allocation. This shows that
significant gains in terms of security subject to resource constraints can be achieved
by using the proposed solutions. If the lower and upper bounds on the resource con-
straints are different for packets with different priorities then the gains in security
by using the proposed method is generally more pronounced.
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