Ma 529

Lecture IV
Linear Algebra

Cramer's Rule

Cramer's Rule Let A be an n x n matrix, A = [a;;]nxn» and denote by A; the
n X nn matrix formed by replacing the elements a;; of the jth column of A by the
numbers k;, i =1,...,n . If |A| # 0, the system of n linear equations in n
unknowns,

a1 + apx2 + - - - +anx, =k
a211 + agexs + - - - + asnx, = ko
an1T1 +ap2xs+ - - - +appr, = kn

has the unique solution

. detA(l) . detA(Q) o . detA(n)
T1= "getA T2T "detA ° Tn = “detA
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Example. Solve

rz+3y—2z=1
4dr —2y+z = — 15

3z +4y—2z =3

by Cramer's Rule

1 3 -2
det A=|4 —2 1 |=-25
3 4 -1
1 3 —2 1 1 —2 1 3 1
—15 -2 1 4 —15 1 4 —1 -—15
3 4 —1 3 3 -1 3 4 3
=g = 28 y="7%— =Lz=""75—"=-98

Rank of a Matrix: General Linear Systems - App. 1.6, 1.7 P&M

Remark: We cannot use Cramer's Rule if the determinant of the coefficients in a
system of n equations in 7 unknowns equals O or if the number of equations #
number of unknowns.

Ex. Solve
1+ T2+ 2x3+24 =05
11 2 1 5
21+ 3x9 — X3 — 24 = 2 2 3 —1 —2 2
4 5 2 o 7

4$1 + 5$2 + 2$3 =7

1+ +2x3+24 =05

O+x3 — 53 —4xy= — 8 01 -5 —4 —8
01 —-6 —4 —13
0+£E2—6$3—4$4= —13
$1+0$2+7$3+5$4=13
1 0 7 5 13
O+x2 — 53 —4xy= — 8 01 —5 —4 —8
0O 0 —1 0 —5
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1 0 O 5 —22
01 0 —4 17 Thus x3 = 5,21 +bxy = — 22, x5 — 44 = 17
0 01 0 5

Definition. A square matrix is said to be nonsingular if its determinant is different
from zero; otherwise it is singular.

4
3

therefore M is nonsingular

EX.M=[ _75] det M =43 #£0

—1 5 2
Q= 3 6 1| det@Q =0 = Q issingular
2 —10 —14

Definition. The rank of an m x n matrix A is the largest integer  for which a
nonsingular r x r submatrix of A exists.

Ex.(1) If A = [a;;]nxnr is nonsingular then A has rank r = n.

2 3 0o —1}|. 2 3| _
(2) Rank of [8 5 _6 0]1s2because det [8 _5] =—-34#0
(3) Rank of the 2 x 3 matrix
2 -3 1 is 1 sin 2 -3 _ 2 1 -3 1
—4 6 2| _4 6 —4 —2 6 —2

Clearly » < smaller of (m,n) .
Elementary Row Operations

Definition. The elementary row operations on an 1 X 7 matrix are:

(i) interchanging 2 rows;

(ii) multiplication of a row by a nonzero constant;

(iii) addition to one row of a nonzero multiple of another row, element by element.
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Remark. If m or n is large then it is tedious to find the rank of the matrix by
evaluating determinants. An alternative is provided by the elementary row
operations.

Theorem. If one m X n matrix can be obtained from another by an elementary
row operation, the ranks of the two matrices are equal.

True by the properties of determinants.
Definition. An m X 7 matrix is said to be in echelon form if

(i) each of the first » rows has a nonzero element, and all the elements in the last
m—rrowsarezero 1 <r<m.

(ii) in the first  rows, the first nonzero element is 1;
(iii) in each of the first ~ rows, the number of zeros that precede the first 1 is less

than in the following row.

Example. The matrices

010 —3 2 01
001 4 -5 (1)51’_% 00
000 0 1 00 1 00
000 0 O 00

are all in echelon form. Notice that the first has rank 3 and the third has rank 1.

0 —3 2
1 4 —5| #0
0o 0 1

1 -3 0 1 0 6 —1
0 0 O violates (i) 0 0 2 4 violates (ii)
0 1 2 0O 0 O 0

o1 —3 —7

0O 1 6 violates (iii)

01 5 —2

XIV -4



Theorem. The rank of a matrix in echelon form is the number 7 of rows containing
a nonzero element.

Theorem. Any nonzero matrix can be reduced to echelon form by successive
elementary row operations.

Example. Transform

-1 —1 0 2 —4
0 0O 1 -3 0
2 1 0 0 0
2 2 1 -7 8

to echelon form.

Adding 2 x R, to R4 and then interchanging R, and Rg3 yields

-1 —1 O 2 —4
2 1 0 0 0
0 o 1 -3 0
0 o 1 -3 0

-1 —1 0 2 —4
2 1 0 0 0
0 01 -3 0
0 0 O 0 0

-1 —1 0 2 —4
0O -1 0 4 -8
0 0O 1 -3 0
0 0O O 0 0

Multiplying R; and R, by — 1 yields

11 0 —2 4

01 0 —4 .
001 -3 0 echelon form = rankis 3
0 0O 0 0
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Cramer's Rule says that a system of n equations in » unknowns having a
nonsingular coefficient matrix has one and only one solution. Let us now examine
general systems of m linear equations in 2 unknowns.

Consider the system of m equations in 2 unknowns

a11x1 + a1+ - - - + a1, = k1
a1, + agexs + - - - + aspx, = ko
aAm1T1 + @y + - - - + ampT, = km
al aiz2 - - Qlp
azy
The matrix A = - . - - is called the coefficient matrix.
_aml Amn _
aj; aiz2 - : ai, ki
a1 . : : : k2
The matrix B =
_a'ml ° Amn km i

is the called the augmented matrix of the system.

Theorem. A system of m linear equations in 2 unknowns has a solution if and only
if the rank of its coefficient matrix is equal to the rank of its augmented matrix.
Moreover, when the coefficient matrix and the augmented matrix have the same
rank r :

(1) if » = n, the system of linear equations has one and only one solution.

(2) if 7 < n, the system of linear equations has infinitely many solutions.

Example. Find the solutions, if any, of the linear system

S5r+Ty+4z= —2
3r+ y+3z2= 4
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5 7
12z + 20y + 92 = — 10 Coefficient matrix is A = 3 1
12 20

© Wk

This matrix is singular because det A = 0. Therefore we cannot use Cramer's rule.

The augmented matrix is

5 7 4 —2 1 7/5 4/5 — 2
B = 3 1 3 4 - 0 1 —3/16 _%
12 20 9 —-10 0O O 0 0
= z+iytsz=—% y— j52=—%
=> solutions
r = —171tgrso y = 3t1—626 Jo——

This system has an infinite number of solutions.
Remark. A system may have no solutions.

Ex. z1+xo+2x3+x24 =5
2$1+3£B2—$3—2$4=2
41 + 52 +3x3 =T
The augmented matrix is

1 1 2 1 5 1 0 7 5 13
2 3 —1 —1 2 - 01 —5 —4 —8
4 5 3 o 7 00 0 0 —5
The last row or the echelon matrix says
0x; + 0x2 + Oxz3 + 04 = — 5 which is impossible

Thus the system has no solution.
Note: The coefficient matrix has rank 2 and the augmented matrix has rank 3.
The Inverse of a Matrix

Suppose we want to find the inverse of
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Then we want a matrix B such that AB = I. If b;; are the elements in the first
column of B then

b1 1 1
A =1 => we must solve A X = O
b1 0 0
1
Form A O and row reduce this to echelon form.
0

If b;2 are elements in the second column of B =

0 (0]
b12 1 1
A = - = we must solve AX = | - |, therefore form
0
1
A and row reduce to echelon form.
0

In general we need to solve the n systems
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o

AX =

oOrOOCOo

0
jth slot

We can solve all these systems at once by forming [A | I] and then putting this
matrix in echelon form.

Remark. The system will have a unique solution < det A % 0 < we can use
Cramer's rule.

Theorem. A is nonsingular <> A is invertible <> A has rank n < A can be
row reduced to the identity matrix.

2 3]

1 4] Note that det A =5 # 0

Example. Find A~ for A = [

14 0 1 10 +§ -3 B 2 3
_'I:O 1 -1 Z:I_' ? 25 Al= ° 25
5 5 01 —5 3 - 5

Eigenvalues and Eigenvectors
Vector Spaces
Definition. A vector space V' (or linear space) is a collection of objects together with

two operations vector addition (+) and scalar multiplication (-) which has the
following properties:

(1) For all Tf,? € V there corresponds a unique vector@ + 0 in V (closure)
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(commutivity)
B @+D)+wW=1u~+ (@ +) (associativity)

(4) There exists a vector O € V' such that v 40 = u for all u € V. (identity)

—’
(5) For each@ € V there exists a unique vector — % such thatw + (—2) =0

—> . . bud
(6) For every scalar c and for each vector v € V' there exists a unique vector c - u
in V.

(7) For all scalars c and d and all vectors Tf, TeV
(i) c(d-2) = (cd)-u
i)l1-w="2

(i)c-@+D)=c-B+c-T

(iv) (c+d)-B=c-u+d-T

Example. Let V' consist of vectors which are points in n dimensional Euclidian

. =
space, i.e. © = (U1, U, .., Up).
Define addition by

T +T = (U1 ey Up) + (V1 00e, V) = (U1 + V1, ey Uy, + Vp)

and scaler multiplication by

—
c-u =c(ui,..,u,) = (cuy,..,cu,).
This space is called V, .

Remark. If we let A = [a;;],x» be a matrix of scalars and write vectors in V,, as

I
X =

then the product Y = AX is also a vectorin V,, .

The product Y = AX is called a linear transformation of the vector X.
Very often in mathematics one wants to know which vectors, if any, are left
unchanged in direction by the transformation. Two nonzero vectors have the same
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direction if and only if one is a nonzero scalar multiple of the other. Thus if AX is
to have the same direction as X we want

AX = 2AX ) some const.
Thus we want to know which vectors X satisfy
AX=AX=AIX or (A—A)X =0

This last equation is equivalent to the system

(@11 — A)z1 +aez2+ - - - + a1z, =0
a21x1 + (az2 — N)z2+ - - - + a2z, =0 Q)]
ap1T1 + apaxos + - - -+ (ann — )\):I:n =0

By Cramer's rule if the determinant of the coefficients of the above system is not
zero then the only solution to (1) is

N =xo= --- =x, =0, the trivial solution.

This implies X = 0. Since we want a nontrivial solution (nonzero vectors) we want

det (A— A1) =0,i.e.

ailr — A ai2 o A1n
a9 — A
=0
anl . ) ) QApn — A
Now det (A — AI) =(—1)"A" + - - - =polynomial of degree n in \.

Thus if A is a root of p(A) = det (A — AI), there will exist a solution x4, - -, z,, of
(A — AI)X = O such that not all the x;'s are zero. This => that the vector
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for this value of \ and these x;'s satisfies AX = AX and hence has the same
direction under transformation.

The values of A such that det(A — AI) = 0 are called eigenvalues. The
vector X corresponding to an eigenvalue is called an eigenvector of the matrix A.

Example. Find the eigenvalues and eigenvectors for A = [ _i : 3] .

3-A 4 | =—B—XA)(+3+X)—16

det (A—AI) = 4 _3_1
= —9+A2-16=)X%2-25
Therefore p(A) = A2 —25 p(A) =0 = X\ = = 5. Thus the eigenvalues are

+ 5.
The system (A — AI)X =0 s

(3 — )\)LU]_ — 4:172 =0
—4z14+(—3—AN)z2=0
741‘1781}2:0

HA=5 = —2””1—4'”2:0} = 2+ 20, =00rm = — 220

= eigenvector (—2t, t) or X; = [ ']

— +8x1—4x2=0 _
A= —5 = el o 20—

= eignevector (¢, 2t) or X, = [J,]
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Note that AX, = [_34 :g] [;t] = [:156%:
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