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Sturm-Liouville Problems

We shall now develop some results that will be useful in our study of partial differential equations. First
we define a self-adjoint operator

L) = [p()y'] + gy

where p(x),p'(x), and ¢g(x) are continuous and p(x) # 0 in some interval @ < x < b.

Remark: Self-adjoint operators have special properties. Every second order linear operator can be put in
self-adjoint form by multiplying it by a suitable factor. Consider

M@y) ="+ Rx)y"+ O(x)y
Multiplying M(y) by

e_[ R(x)dx

leads to

e_[R(x)dxM(y) _ y,,e_[R(x)dx n ReJ. R(x)dxy, n QeIR(x)dxy
_ (ej. R(x)dxy, ) , T er R(x)dxy

If we let p(x) = eI KO and qglx) = Qe-[R(x)dx, we see that eI K% D 1 has the form of L(y) above. In
particular, the differential equation M(y) = 0 may be rewritten as the self-adjoint differential equation

L(y) = 0.

We now consider the eigenvalue problem with unmixed boundary conditions
L)+ iwx)y=0 a<x<bh
ay(@)+piy' (@) =0 aji+pi=*0
axy(b) + oy'(b) =0 a3+ p3 + 0

where w(x) > 0 is a continuous function and w(x) is not identically zero on [a,b]. () is called a
Sturm-Liouville problem. 1 is a parameter independent of x. Note that the solution y = 0 exists for all
values of the parameter A. It may be shown that nontrivial solutions exist for certain values of 4 and not
for other values of A. If a nontrivial solution exists for a value A = A;, then this value is called an
eigenvalue of the operator L (relevant to the boundary conditions) and the corresponding nontrivial
solution y;(x) is called an eigenfunction.

Definition: The inner product of two continuous functions f{x) and g(x) in the interval [a, b] with
respect to the weight function w(x) is defined by

<fg>e = [ Ag@weds

(Here again we assume w(x) > 0 on [a,b] and w(x) is not identically zero in [a,b].)



The inner product < f;g >,, has the following properties:
<fif> >0
<fif> =0 o f=0
<fig > =< gf>
<af+pgh>, =a<fih>, +p<gh>, a,/pconstants

Definition. Two functions f'and g are said to be orthogonal on [a, b] with respect to the weight function
w(x) if

<f,g>» =0.

Example. Let w(x) = 1, then

n L)
I sinxcosxdx = SmeK)’ =0
0

Therefore sinx and cosx are orthogonal on [0, 7] with respect to the weight function 1.

Definition. The set of continuous functions {f1,/2,... } is called an orthogonal set on [a, b] with respect
to the weight function w(x) if

< fusfn >w =0 m* n.

Example. {1, cos %,cos 2Lﬂ’ ...,COS ”Lﬂ, . } is an orthogonal set on [0, L] with respect to the
weight function w = 1. For m # n we have
L . .
mmux nIxX . _ mmx X g _ mSinTm cos In — ncosamsinzgn | _
< €0s T, 08 T > Iocos 7 Cos T dx L|: 2(n’ - n?) :| 0
Remark. For vectors we have the following: if 7 = (u1,...,u,) then the length of

u= 4l = u?) T Ju + 4 . Motivated by this we have the following definition.

Definition. Let f{x) be a continuous function on ¢ < x < b. Then the norm of /' with respect to the
weight function w(x) is defined by

1AL, = J<Aif> = /jb F)wx)dx .

Example. 0 <x < 1,w(x) =1

1 5
2012 e 42 42 o 4, - x> _ 1
lx%]]° =< x?,x >—ondx— 5|0— 5
=
1
%] = —=
J5
Remark. Lety = e Iyl = L
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Definition. If ||f]| , = 1, then f is said to be normalized.

Definition. A set of functions {@1, ¢2,... } defined on [a,b] is called orthonormal if
(1) the set is orthogonal on [a. b], and

(2) each function has norm 1 with respect to the weight function w(x). Therefore {@,$,,... } is an
orthonormal set <

0 i+j
< Qi ¢ >w =54‘/={ o

Example. {sin(nx)} = {sinx,sin2x,sin3x, ...} on [0,7] is an orthogonal set with respect to the weight
function w(x) = 1 since

A

V4
sin(mx), sin(nx) > :I sin mx sin nx dx
0

% Iﬂ[cos(m —n)x —cos(m + n)x]dx m+n
0

_ L|: sin(m —n)x _ sin(m +n)x :|” _ L|: sin(m—n)r  sin(m+n)x :| _0
2

7 m—n m—n o m—n m+n
since m and n are integers.
Now
. . T . 2
< sinpx,sinnx >; = I sin“nxdx
0
1 T
= —I (1 — cos2nx)dx
2 Jy
_ L(x— sin 2nx )|n: _
2 2n 07 2
Therefore

[sinnx||, = J< sinnx,sinnx >; = /%

= this set is not orthonormal. We can make an orthonormal set from these functions by dividing each
element in the original set by [ = {‘/% sinnx} is orthonormal set (n = 1,2, ...).

We now present some results related to the eigenvalues and eigenfunctions of the self-adjoint BVP (x).

Theorem 1: Eigenfunctions of (x) corresponding to distinct eigenvalues are orthogonal with respect to
the weight function w(x) on [a, b].

Remark: Theorem 1 may be extended to cover a number of cases which are important in applications.
1. Periodic Boundary Conditions:

Consider the BVP (x) with the boundary conditions replaced by the periodic (mixed) boundary
conditions



ya) = y(b) y'(a)=y'(b)
If we also assume that p(a) = p(b), then Theorem 1 holds for this case also.

2. Singular End Points:

If in the Sturm-Liouville problem (x) we have p(a) = 0, then we require that the solution y(x) be
bounded at x = a. Theorem 1 will then hold. Thus the requirement that y(a) be finite replaces the first
boundary condition in (x) at x = a. Similar remarks hold if p(b) = 0. If both p(a) = 0 and p(b) = 0,
then both boundary conditions in (x) can be omitted and replaced by the requirements that the solution
y(x) be bounded at x = @ and x = b, and the conclusion of Theorem 1 still holds.

Fourier Series

Definition: A set of orthogonal functions {y,(x)} on an interval [a, b] with respect to the weight
function w(x) is called complete if

Ib wx)fxX)w,x)dx =0 n=1,2,3,...

implies that f = 0 on [a, b].
Theorem 2: If f{x) is any continuous function on [a, b], then f{x) can be expanded at pointina < x < b
in a uniformly convergent Fourier series as

) =D awyax)

where

<f>‘//n >y jjw(x)f(x)l//n(x)dx

I = vy s = n=12,...
eV [ w(o) i o)

Here the set of functions {v, } is a complete, orthogonal set.

Proof: We shall establish the formula for a,. Now
< Wik, X) >y =< V/kazanl//n >
1

=< VYr,a1Yi1+ayy+ - >y

=a) < VYY1 >y +a <WYr,Wa >y + o+ <Yk, Wi >y i < WkoaWhet >w + 00

But < yi,y; >, = 0ifj # k, since the set {y} is orthogonal.

SYRLAX) >y =ar <YiLWi >y = ak||l//k||fv

This is (1). (1) is the formula for the coefficients in the expansion of a function f{x) in terms of a set
of orthogonal functions.

(D



Ordinary Fourier Series

Fourier Sine Series

Consider the eigenvalue problem
D.E y'+i=0 0<x<L BC y0)=yL)=0 1>0

We shall first solve this problem. Now the general solution to the DE is
y =c sinﬁx+ C»COS ,/Ix.

y0)=0=ypy=c1:04+¢c2=0=0¢,=0
V(L) =0 = c;sinJAL=0= ¢, =0o0rsin/AL =0
sinJAL=0= JAL =nn n=12,...

2.2
ln_}’lﬂ'

=0

are the eigenvalues, whereas the eigenfunctions are

sin 1/ nX = sin —X =Yy

an orthogonal set.

To make < sin nzx orthonormal set we divide each function by ” sin % ” = /% . Therefore

{ |+ sin <2X 2mx } is an orthonormal set.

Hence if
fx) = Z oy sin AL knx
then from (1) above
@ =2 jz fx)sin %dx,
since

J.g[l//k(x)fdx - jz sinz(nL—”)xdx - %

These formulas are for the Fourier sine series for f{x) on 0 < x < L.
Remarks. 1. Atx =0andx =L > aysin kLﬂ gives 0 for f{x). Therefore unless f{0) = L) =0

the Fourier series is not good at the end points.

2. Since sin kL—”(x +2L) = sin( kr 2k7r) — sin 22X \ye see that the Fourier series yields

L 3
flx +2L) = f{x) = Fourier series has perlod 2L.For-L <x <0



we have Zak sin A% knx Za s1n( — L(—x) )

:_Zaksinkn(Lx) -L<x<0=L>-=x>0
1

= —f(—x), where f(x) is value of series in 0 < x < L.

Therefore the Fourier sine series converges to function F(x) where

B fx) 0<x<L 3
Fix) = { M) L ey<0 F(x+2L) = F(x)

This is the odd periodic extension of f{x) with period 2L. Unless (kL) = 0  F(x) will be
discontinuous at +L, £2L, ... Note that the function f{x) is given on [0, L] only, whereas the Fourier
Sine series extends it to a function F(x) which is defined on —0 < x < 0.

Suppose that the graph of the function f{x) is given by the figure below.

Then the Fourier sine series generates a function F(x) defined on -co < x < o whose graph is given
below.



|
al
—
|
—
|
—_—- - — - - — (— F L — - - - - = =
1
pii)
—_—— e —_—_—— e —_ = = = — = == =

Example Find the Fourier sine series of

fx) =

R

Now
o0
fx) = E ansin% = E o, sinnx,
1

since 2L =27 = L = 7.
The formula above for the coefficients in the Fourier sine series implies

_2 (" onmx g 2 (" ~
Un = 7 Ioﬂx) sin de == Ioﬂx) sin nxdx



e r x
) 2 . . z
a, = A IO 1 « sinnxdx + %. j T 0 - sinnxdx = ——271. _COS”VIX 02

% n odd

(;—%)[(—1)% - 1:| n even

a, =

Therefore

o0
fix) = Z a,sinnx
1

2

k3

[sinx+ 1sin2x+ Lsin3x+ 0 . sindx + Lsin5x+ ;sin6x+ ]

2 3 5 6
Note that our function f{x) on 0 < x < 7 is extended to the following on —o < x < .

What we have done with sine functions can be done with cosine functions.

Fourier Cosine Series.

This comes from eigenvalue problem



DE. y"+4=0 B.C. ' (0)=)'(L)=0

2.2
_nn
A’l‘l - L2
are the eigenvalues and
W, = COS —2?6

are the eigenfunctions, n = 0,1,2,....

Note 1o = 0 = wo = 1 which is an eigenfunction. Now we want to write

fx) = o+ zoj:ﬂ,, cos ”Lﬂ

Proceeding as above in our derivation of the constants in the Fourier Sine series, we get for the
constants in the Fourier Cosine series

fu= 2 [ frcos BEEax gy = L[ projan

To see where the formula for 8y comes from note
<o fIx) >1 =<wo,foyo >1 =<1,1> P

Again the Fourier series is periodic with period 2L. However, now f{—x) = f{x) since cosine is an even
function. Here the Fourier Cosine series extends f{x) which is given on [0, L] to a function F(x) which
is defined on —0 < x < w0 as

) X)) 0<x<L 3
Fix) = {f(—x) L er<0 F(x+2L) = F(x).



Example. Find the Fourier Cosine series for f{x) = 1, O0<x<4
L=4

f(x)zﬂoJriﬁncos”“ﬂ ﬂo=%J‘:f(x)dx=%J‘;1.dx=l

sin X !
_ 2 nax . _ 1 4 _ 2 g _
ﬂk—TJ.01°COSTdX—7|:?:| = W[SIHO]—O
0
Therefore f{x) = 1 is its own Fourier Cosine series. The function is simply extended.
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Full Fourier Sine and Cosine Series

This comes from the eigenvalue problem
D.E. y"+2y=0 B.C.y(0)=yR2L) y'(0)=y'Q2QL) 0<x<2L

The eigenvalues are

2.2
_ n'm
An = 72
n=0,1,2,...,, whereas the eigenfunctions are
y/nzancos”T”erbnsinzLﬂ n=0,1,2,..

Note that for this problem the function f{x) is given on [0,2L] since the eigenvalue problem is given on
this interval. This is a different interval than that for Fourier Sine and Fourier Cosine series.

00

106 = a0+ 3 (acos B+ ,sin 222

n=1

where

aozijﬂf(x)dx a :lj”f(x)coswdx b :lj”f(x)sinwdx
2L 4o Sy 7 L A L

Example Find full Fourier series for
1 0<x<
Sx) =

0 F<x<rm

2L=n=>L=2%L
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.4
ao = %I:f(x)dx = % IOZ . 5

_ 1 nEx 3. _ 2 [7 7. _ 2 (7 _ 2 sin2nx |7 _
ay = % Ioﬂx)cos T dx ”IOI cos2nx dx ”Io cos2nx dx = = o lg =0
T i
b, = %f02 sin2nxdx = —& <o 2 = %[cosnn—cosO] n=1,2,...
2
+= dd
by = —L 1y —1]=< TA N0
0 n even
for) = L+ Z[sin2v+ Lsinér+ Lsin10x+ - |

Fourier-Bessel Series

An important boundary value problem involving Bessel’s equation is
x2y" +xy" + (A%x2—n?)y =0 0<x<c
y(c) =0 p(0) is finite

where 7 is a nonnegative integer. The differential equation can be put in the self-adjoint form

. 122_ 2

This is a special case of the Sturm-Liouville problem (*) with p(x) = x and the weight function
w(x) = x. Since p(0) = 0, no boundary condition is required at x = 0; the condition that y(0) be finite
can be considered as a hidden boundary condition.

The general solution of the differential equation can be written in terms of the Bessel functions of order
n of the first and second kind, namely,

Y = AJy(Ax) + BY,(Ax)

Since Y, (x) is unbounded at the origin, we set B = 0. Also, we have
y(e) = Ju(Ac) = 0

Ifweleta;, i = 1,2,... denote the positive roots of J,(a) = 0, then the eigenvalues are
Ac = a; or /l=/li=% i=1,2,...

with corresponding eigenfunctions
Ju(Aix) i=1,2,...
The set of functions {J,(A;x)} for a fixed n form a complete, orthogonal set on [0, c] with respect to the

12



weight function x. Therefore, from the expression that we derived above for the coefficients in a
Fourier expansion in terms of orthogonal functions we have

Sfx) = zw:a,—Jn(lix)
i=1

where the coefficients a; are given by
| ;xJn(/’L[x)f(x)dx
ai = =%
| X (x) P

i=1,2

g Lig oo

It can be shown that

[ 3 )P = S (i)

so that

. 2I0xJn()Lix)ﬂxzdx N
Al (Aic)]

1 into a Fourier-Bessel series of the zeroth order in 0 < x < 1.

Example: Expand the function f{x)

Solution: The coefficients a; are given by
2[) xJo(2x)dx
 @or
where the A; are the roots of Jo(A;) = 0. Since
L3 ()] = 20()

gLy oee

then
_[X tJo(t)dt = xJ1(x)
0
Letting A;x = ¢ we have
1 Ai
Odr = [ g4t — L g = L)
[ #oGydx = [ L0 4E = A i) = =

Thus

2

WA

so that

o Jo(Ax)
fix) = 2; AiJ1(Ai)
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