
Quantifying Architectural Debts

Lu Xiao
Drexel University

Philadelphia,United States
lx52@drexel.edu

ABSTRACT
In our prior research, we found that problematic architec-
tural connections can propagate errors. We also found that
among multiple files, the architectural connections that vi-
olate common design principles strongly correlate with the
error-proneness of files. The flawed architectural connec-
tions, if not fixed properly and timely, can become debts
that accumulate high interest in terms of maintenance costs
over time. In this paper, we define architectural debts as
clusters of files with problematic architectural connections
among them, and their connections incur high maintenance
costs over time. Our goal is to 1) precisely identify which and
how many files are involved in architectural debts; 2) quan-
tify the penalties of architectural debts in terms of mainte-
nance costs; and 3) model the growth trend of penalties—
maintenance costs—that accumulate due to architectural
debts. We plan to provide a quantitative model for project
managers and stakeholders as a reference in making deci-
sions of whether, when and where to invest in refactoring.

Categories and Subject Descriptors
D.2.9 [Software engineering]: Management

Keywords
software quality, maintenance costs, software architecture,
refactoring, architectural debt

1. PROBLEM STATEMENT AND MOTIVA-
TION

Technical debt, proposed by Cunningham in 1992, is a
metaphor used to describe the consequences of near-sighted
coding activities. The definition of technical debt has been
refined and expanded to describe various kinds of problems
,caused by sacrificing long-term goals for short-term bene-
fits, in software development. In recent years, researchers
gather together in technical debt workshops to discuss what
is the definition of technical debt and how to manage it [8].

However, many questions remain open: how to identify tech-
nical debt? how to quantify penalties of technical debt? how
to monitor the variation of technical debts over time?

Researchers in the bug prediction field found that buggy
files in the past are likely to be buggy in the future [7, 4, 12].
The implication is that bugs in these files were not fixed com-
pletely. In our recent work [16], we found error-prone files
are usually architecturally connected in groups instead of be-
ing isolated from each other. We observed that architectural
connections among these files can propagate errors among
them, making errors hard to remove and causing mainte-
nance costs to accumulate. In our another recent work [10],
we reported that architecture connections among files that
violate common design principles contribute to the error-
proneness of files. Based on our prior results, we consider
clusters of files with problematic architecture design that in-
curs high maintenance costs (in terms of high change- and
error-rates) over time as architectural debts. These debts,
if not paid off in time, will influence more files through error-
propagation and keep incurring high maintenance costs.

Our research goal is threefold: first, we aim to automat-
ically and precisely identify architectural debts—which and
how many files are involved in each debt; second, we will
find reliable proxies to quantify the penalties—in terms of
maintenance costs—of architectural debts; finally, we plan
to model the evolution trend of architectural debts so that
their variation can be monitored: how the impact scope of
architectural debts varies and how the debt penalties accu-
mulate in a project over time. This model can be used to
evaluate the amount of maintenance costs already incurred
by the debts and estimate how much more effort is required
in the future if the debts are not paid off. Stakeholders can
consult this model to support their decisions of whether,
when and where to make a refactoring investment in a soft-
ware project.

The rest of this paper is organized as follows. Section 2
discusses related work and background. Section 3 outlines
our approach. Section 4 introduces the results we acquired
so far. Section 5 discusses our evaluation plan. The last
section concludes this paper.

2. BACKGROUND AND RELATED WORK
Our work is related to considerable prior research.
Bug Prediction. In the life cycle of a software project,

considerable amount of effort goes into testing and debug-
ging activities. To save time and labor in such activities,
researchers in bug prediction field use past information from
software repositories to predict the location of bugs in the fu-
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ture [4] [11] [13]. The goal of bug prediction is to effectively
locate bugs in advance to prioritize testing and debugging
tasks. However, the predictive power of past bug informa-
tion implies that the errors are not entirely removed, other-
wise, history would not be a good predictor for the future.
Little work has been done to explore the architecture connec-
tions among files that contribute to the error-proneness of a
project. Also, not enough work has been done to investigate
how to fundamentally reduce the overall error-proneness of
a project through architecture improvement.

Architecture Views. Due to the absence of up-to-date
and accurate documentation to record the architecture of
software systems, researchers proposed different approaches
to reverse-engineering the architecture of a project from its
source code. Mancoridis [9] proposed the Bunch clustering
algorithm, Tzerpos [15] designed the ACDC clustering al-
gorithm and Bavota [3] proposed the LDA view. Different
views were used to help developers understand the archi-
tecture of a software system and to support the analysis
of software architecture. However, there remains a gap be-
tween software architecture and quality (in terms of error-
proneness). That is, the impact of architecture design on the
quality of a software project has not been fully explored.

Technical Debt. Technical debt (TD) describes the con-
sequences of near-sighted coding activities since Ward Cun-
ningham coined the metaphor back in 1992. People refine
and expand its definition to describe various kinds of prob-
lems, caused by sacrificing long-term goals for short-term
benefits, in software development [8]. Researchers suggest
various heuristics to approximate TD using code anomalies
such as code clones, long methods, and god classes. The
problem is that code anomalies do not necessarily lead to
high maintenance costs. Zazworka et al., [17] compared four
TD identification techniques—modularity violations, grime
build up, code smells, and automatic static analysis (ASA)—
in terms of the correlation between detected TD and main-
tenance effort. They found only a subset of TD detected by
each technique over-lapped with highly error-/change-prone
files. In this paper, we define the concept of architectural
debts. It refer to clusters of files with high maintenance
costs that are incurred by architecture design flaws among
them. We also attempt to automatically and precisely iden-
tify the scope (in terms of which and how many files are
involved), quantify the penalties, and model the evolution
trend of such debts.

Architecture Root Detection. In our recent work [16],
we proposed a novel architecture model—Design Rule Space
(DRSpace)—to bridge the gap between software architec-
ture and maintenance effort. The DRSpace model is especial
in three aspects: 1) it models software architecture as mul-
tiple overlapping design spaces; 2) it distinguishes different
roles of files in a project as design rules and modules based on
the design rule theory proposed by Baldwin and Clark [2];
and 3) it presents structural and evolutionary dependen-
cies among files simultaneously. Using the new architecture
model—DRSpace, we designed an architecture root detec-
tion algorithm that calculates a minimal set of DRSpaces
that aggregate the error-prone files. We claimed that the
minimal set of DRSpaces are the architecture roots of error-
proneness. In evaluating a single version of three open source
projects: Hadoop, JBoss and Eclipse JDT, we found that
the majority of the error-prone files in these projects are
architecturally connected in only a few architecture roots.

In addition to that, we observed various architecture issues,
such as circular dependencies, unstable interfaces, unhealthy
inheritance and modularity dependencies [10] in the roots.
These architectural issues usually co-locate with files of high
maintenance costs, suggesting a strong correlation between
architecture issues and high maintenance costs in a software
project.

3. APPROACH AND SOLUTION
In this section, we define the concept of architectural

debts and outline our approach of identifying architectural
debts, quantifying their penalties, and modeling their evo-
lution/growth trends.

3.1 Architectural Debt Definition
We define architectural debts as clusters of files with

architectural design problems that incur high maintenance
costs over time. A cluster of files that satisfies the following
conditions is an architectural debt.

First, the cluster of files contains problematic architec-
tural connections among them. In prior work, we observed
that architecture design flaws propagate errors among files
and cause high change- and error-rates of multiple files.
Second, the cluster of files are error-prone over time. Not
all files with architecture issues are error-prone and will lead
to maintenance difficulties. Only files that persistently incur
high maintenance costs over time are true debts. Third,
files in the cluster couple with each other in revision history.
The coupling among files indicates changing one file is likely
to trigger changes to other files in the cluster. Files that evo-
lutionarily coupled with each other incur high maintenance
costs as a group rather than as individuals. Each cluster of
file is a unit of architecture debt that merits special attention
or even refactoring.

3.2 Identifying Architecture Debts
The architecture root detection algorithm proposed in our

prior work [16] detects cluster of error-prone files that are
architecturally connected to each other. We observed var-
ious architecture issues in these roots that co-located with
high maintenance files. However, the detected architecture
roots were not necessarily architectural debts. First, not all
files in an architecture root were high-maintenance. Second,
the architecture roots were detected in a single version dur-
ing the revision history of a project; the long-term impact
of architecture roots were not analyzed.

We plan to automatically and precisely identify the scope
of architectural debts, in terms of which and how many files
are involved, as well as how are they involved. We plan 3
steps to identify which and how many files are involved in
architectural debts. First, we analyze the revision history
of a project to identify cluster of files that are coupled with
each other. Then, we identify problematic architectural con-
nections among files in the clusters detected in the first step.
Files involved in architectural issues are retained for further
consideration. Last, we investigate the error-proneness of
these clusters of files in multiple versions. Only clusters of
files that are persistently error-prone in multiple versions
are identified as architecture debts. To identify how files are
involved in architectural debts, we plan to investigate which
lines and methods in these files are touched to fix bugs in
revision history, and investigate their relations. .
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3.3 Quantifying Architecture Debt Penalty
After identifying architecture debts, the next step is to

find reliable proxies to quantify the penalties of debts in
terms of the maintenance costs they incur. The quantifica-
tion evaluates the severity of architectural debts. We plan
to quantify architectural debt penalties using maintenance
cost measures mined from software management reposito-
ries, including revision systems and bug tracking databases.
The challenges in quantifying penalties of architectural debts
are from two aspects: 1) the noise in version control and bug
tracking data, as discussed by other researchers [1] [5], it dif-
ficult to accurately locate bug revisions; 2) reliable proxies
to measure maintenance costs are not clear. It is impossi-
ble to directly measure maintenance costs—in terms of the
amount of time or money spent—due to the unavailability
of such data. We plan to approximate debt penalties using
measures mined from revision history, such as 1) the num-
ber of bug issues associated with architectural debts; 2) the
number of bug revisions on the files involved in architec-
tural debts; and 3) the number of code churn of the files
involved in architectural debts. The goal is to evaluate the
consequences of architectural debts quantitatively.

3.4 Modeling the Trend of Architecture Debt
As developers add new features and fix bugs, the architec-

ture of a project evolves during its life cycle. We plan to ex-
plicitly model the evolution trend of architectural debts over
time: how the impact scope of architectural debts enlarges
and how debt penalties accumulate from version to version.
The model describes the relationship between the age and
the scope, as well as the age and the penalties, of architec-
tural debts. The age of an architectural debt is the number
of versions in which it is identified as a debt. The scope of
an architectural debt is the number of files involved in it.
The penalties of a debt are the maintenance costs, quanti-
fied using reliable proxies, incurred by files involved in the
debt. This model reveals how the number of files impacted
by an architectural debt increases from version to version.
This model also evaluates the costs spent on an architectural
debt in the past and predict how many additional penalties
it will accumulate in the future. The goal is to provide quan-
titative reference for stakeholders and project managers in
deciding if it is necessary to refactor the project to reduce
the overall error-proneness fundamentally, as well as in de-
ciding “when” and “where” to perform the refactor.

4. RESULTS ACHIEVED SO FAR
In a case study of an industry project [6], we were able

to detect the architecture debts that, verified by developers,
were the root causes of high maintenance costs. We used
simple economic models to predict additional maintenance
costs required in terms of number of bugs, lines of code in
these roots. Supported by the economic model, we pro-
posed a refactoring plan to the developers team, which was
accepted and planned for implementation. This case study,
however, was based on the source code of a single version of
the project.

We have also collected data from 15 open source project,
each with multiple stable versions selected for analysis. We
are able to locate groups of architecturally connected files
that are persistently change- and error-prone in these projects
during multiple versions. Besides, we have built a simple re-
gression model showing that the number of error-prone files

in these groups increases over time.

5. EVALUATION PLAN
We plan to evaluate our approach using both open source

and industry projects, investigating multiple versions of
each project.

Collecting project data For each project, we will col-
lect structural and historical data. The structural data in-
clude the reverse-engineered architecture of multiple stable
versions. The historical data include the revision logs and
bug tracking data.

Research Questions To evaluate the effectiveness of
our approach, we plan to answer the following three research
questions for each project.

1. RQ1: Are the architectural debts identified by
our approach real problems? This question verifies
if the identified architectural debts are problems that
are worthy attention. If so, we also plan to find out
how early our approach can detect the problem.

2. RQ2: Are the proxies for quantifying archi-
tectural debt penalties reliable? This research
question aims at evaluating whether the quantifica-
tion proxies can reliably and reasonably approximate
the architectural debt penalties, as well as how reliable
they are.

3. RQ3: How effective is the evolution model of
architectural debts? This research question evalu-
ates whether the evolution model can correctly esti-
mate the amount of costs that have been and will be
spent on a debt. We also want to know whether the
model is helpful for managers in making refactoring
decisions and how effective it is.

Evaluation on open source projects The advantage
of studying open source project is the easily availability of
the project data, even the source code, which is usually un-
available if studying an industry project. However, it is rel-
atively hard to verify our results using open source projects,
because direct feedback from developers is usually hard to
acquire. Our plan is to divide the history data into two
parts: “past” and “future”. Thus the “future” can be used as
a retrospect verification source for the “past”. For RQ1, we
will check if a debt identified in the “past” is still a debt in
the“future”, and if the number of files involved in it increases
in the “future” comparing to the “past”. If the answers are
both yes, this debt can be verified as a real problem. For
RQ3, we will verify whether our penalty model built from
“past” data can correctly “predict” the “future” costs of an
architectural debt. In the meanwhile, we will reach out to
the leaders of open source projects to get feedback. RQ2 is
hard to evaluate without feedback from developers.

Evaluation on industry projects We will also seek
corporation with industry partners. The advantage of using
industry data is that we can get verification and feedback
directly from the developer team. We plan to interview the
developers and project managers. For RQ1, we plan to ask
the developers if the identified architectural debts are real
problems. If the answer is positive, we will ask if they are
ware of their existence and when do they know. For RQ2,
we will ask the developers whether the penalty quantification
deviates from their experience in development. For RQ3, we

1032



will ask the project manager if the quantification proxies and
penalty model can help them to make refactoring decisions.
Finally, if a refactor decision is made with the help of our
approach, we will track the updates and evaluate the real
benefit, if any, of the implemented refactoring.

6. CONCLUSION
In this paper, we defined architectural debts as clusters

of files with architectural design problems that incur high
maintenance costs over time. We proposed an approach
to automatically and precisely identify architectural debts,
quantify the penalties, and model their evolution/growth
trend. Our work pushes the concept of technical debt closer
to a practice from a metaphor: first, we defined a special
kind of“debts” ,caused by architecture design problems, that
is automatically detectable; second, our approach makes the
penalties of architectural debts pragmatically measurable
and quantifiable. The ultimate goal of our work is to provide
scientific reference to stakeholders and project managers in
making decisions of whether, when and where to make a
refactoring investment in a project for long-term benefits.
We plan to evaluate the usefulness of our work using both
open source and industry projects.
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