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ABSTRACT

High-speed flow is an active area of research with applications in defense, space exploration, and aviation. To better understand the physics of such flows, a measurement technique called Krypton Tagging Velocimetry (KTV) is developed in this work. KTV is a laser diagnostic technique that uses the fluorescence of excited krypton atoms doped in a gas of interest to measure flow velocity. The inert nature of krypton makes KTV an attractive tool in applications where the chemical composition is difficult to prescribe or predict, and unlike particle-based techniques it does not suffer from particle-lag effects. Various versions of KTV are presented, the differences among which include excitation wavelength and the number of lasers required. To demonstrate its utility, KTV is applied to four canonical compressible flows; an under-expanded jet, a supersonic boundary layer in an impulse facility, a hypersonic nozzle flow, and supersonic compression-corner flow. In many cases, data from the literature are used to validate the use of KTV. Furthermore, the data from the compression-corner experiments are used to perform an in-depth analysis of shock wave/turbulent boundary-layer interaction (SWBLI). This analysis includes the characterization of the turbulence intensity and the use of proper orthogonal decomposition (POD) to identify flow structures. In addition to the analysis, preliminary two-dimensional KTV (KTV-2D) results for the compression-corner experiments are presented.
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Chapter 1

Introduction

High-Speed flow is characterized by various complex phenomena such as shock waves, turbulence, and thermodynamic and chemical non-equilibrium. These various phenomena are not mutually exclusive, and their interactions with each other create even more complex flow fields. Despite this inherent complexity, advances in high-speed flight, which includes the supersonic and hypersonic regimes, have occurred at a remarkable pace. It took less than a hundred years for humankind to go from the Wright Brothers’ first flight at Kitty Hawk to landing on the moon. Aside from being a testament to the capabilities of the human race, this rapid development also illustrates the significance of our desire to fly faster and higher. The development of weapons (Acton, 2013, 2015, Woolf, 2016), exploration of space, and supersonic commercial travel are all examples that motivate and warrant progress in the understanding of high-speed flight. The design process in these examples requires a solid understanding of stresses, heat-transfer rates, instability and transition to turbulence, and surface temperatures, among others. All these quantities are influenced by the various phenomena present in high-speed flows mentioned before. Therefore, investigations into the fundamental behavior and interactions of these phenomena are necessary to achieve our goals of flying higher and faster.

Such investigations can be analytic, computational or experimental, with each having its own limitations, and complications. Analytical solutions tend to be useful under relatively simplistic conditions and require assumptions that may or may not be valid to yield results. Computational efforts are more cost effective than conducting
experiments and allow for easy variation of parameters. However, the limitation is that the equations and models being numerically solved must be accurate representations of the physics of the problem and often the computational resources required for accurate simulations, such as Direct Numerical Simulation (DNS), are prohibitively expensive except for small geometries. Experimental investigations are necessary and beneficial in order to study the most accurate representation of the problem as opposed to simplified equations and models. Nonetheless, there are challenges associated with recreating extreme conditions for high-speed flight and full-scale experiments tend to be very expensive.

In this work, we focus on two aspects of high-speed flows. The first is the development and application of an experiential technique called Krypton Tagging Velocimetry (KTV), which is used to make velocity measurements. The goal with KTV is to provide a diagnostic technique for making accurate velocity measurements in high-speed flows to aide in research and design, and provide a basis for comparison for computational methods. Then, using the data gathered from KTV we focus on the second aspect, the analysis of shock wave/turbulent boundary-layer interaction (SWBLI). SWBLI is one of the most significant phenomenon occurring in high-speed flows and has a broad spectrum of implications. In this introduction, an overview of various diagnostic techniques is presented, followed by a particle-response analysis and the project scope

1.1 Measurement Techniques

With the aim of understanding the various aspects of high-speed flow, it is necessary to develop experimental techniques. Traditional methodologies for making velocity measurements in fluid flows such as pressure-based measurement and thermal anemometry
are refined in that they can consistently yield data with low uncertainty. However, these techniques are intrusive, which eliminates them as candidates in certain flow regimes. Moreover, frequency response, spatial resolution, and required assumptions regarding the local temperature are limitations for velocity measurement using Pitot probes.

Non-intrusive velocimetry techniques are becoming increasingly popular in light of making accurate measurements at high speeds. To do so, the use of laser diagnostics is being adopted. In these techniques, a laser pulse is used to tag or mark a region in the flow, with the aim of differentiating it from its surroundings so that it can be uniquely identified. Once it has been tagged or marked, its evolution in time and space can be observed (because it is in some fashion different from the particles around it). This data can then be used to determine flow properties such as the velocity. Below, various laser velocimetry techniques are discussed.

The Laser Doppler Velocimetry (LDV) technique utilizes the Doppler shift effect to measure particle velocity. An incident laser beam is directed into the flow at tracer particles. The beam is then scattered by the particles and received by a detector. The difference in frequency of the incident and scattered beams can be processed to yield the velocity of the particle (Tropea et al., 2007). However, one significant disadvantage of this technique is that particle seeding is required.

Particle Image Velocimetry (PIV) is another laser-based velocimetry technique. The working principle is that tracer particles are imaged in the flow and their displacement over a period of time gives the flow velocity. The tracers are imaged using a light sheet generated by a laser, which illuminates the particles, and a camera, which records the light as it is scattered by the particles. PIV can currently produce high-quality multi-component velocity data (Clemens and Narayanaswamy, 2014). In
addition, PIV can yield field information about vorticity and pressure after further data processing (Charonko et al., 2010). However, the limitations of implementing particle-based techniques in high-speed facilities include timing issues associated with particle injection (Haertig et al., 2002) and reduced particle response at Knudsen and Reynolds numbers (Loth, 2008) typical of high-speed wind tunnels.

These particle-based measurements (LDV and PIV) rely on the assumption that the tracer particles travel identically with the flow. The validity of this assumption depends on the dynamics of the injected particle relative to the flow. The parameters of interest are the response time and the Stokes number. If these quantities are appropriate, the particle follows the streamlines of the flow. In the supersonic regime, this is found to not be an issue by Wagner et al. (2016), where the response time was determined to be 5.9 µs at relatively high densities. However, at low densities, the dynamics of the particles can compromise PIV measurement accuracy, particularly at finer scales. Loth (2008) found that at low densities the Knudsen number of a particle can become large, which results in a slip condition at the surface. This means that the particle can lag behind the local fluid velocity resulting in uncertainty. Timing and seeding issues associated with PIV are technical in nature and may be addressed in certain situations. However, reduced particle response is a fundamental limitation that may not be overcome when attempting to apply PIV in certain flows. Several researchers (Elsinga and Orlicz, 2015, Mitchell et al., 2011, Ragni et al., 2011) have examined the response of particles to shock waves in an effort to quantify particle-response time. Williams et al. (2015) suggest that “particle frequency response analyses based solely on shock response tests may well have overestimated the response to turbulence.”

Measurement of velocity fluctuations in high-speed turbulent boundary layers
is an example that brings the particle-response time limitation to bear. Lowe et al. (2014) asserts that “[s]trong evidence exists that experimental data gathered in high speed flows using particle-based techniques exhibit significant particle-lag effects on magnitudes of turbulence quantities.” This assertion was based on an experimental LDV campaign in a Mach 2.0 turbulent boundary layer, and the authors made particle-lag corrections to address discrepancies in their data. Recent work done by Brooks et al. (2018) found that particle-lag effects are more pronounced in the turbulence quantities associated with the wall-normal velocity than the streamwise velocity. This is because the wall-normal velocity fluctuation spectrum is flatter (has more high-frequency content) than its streamwise counterpart.

An attractive alternative to particle-based techniques is tagging velocimetry. Tagging Velocimetry (Koochesfahani, M. M. and Nocera, D. G., 2007) is typically performed in gases by tracking the fluorescence of a species which is either native, seeded, or synthesized in the gas mixture. Its advantage over PIV techniques in high-speed facilities is that it is not limited by timing issues associated with tracer injection (Haertig et al., 2002) or reduced particle response at Knudsen and Reynolds numbers (Loth, 2008) characteristic of high-speed wind tunnels. Methods of tagging velocimetry include the APART (Dam et al., 2001, Sijtsema et al., 2002, Van der Laan et al., 2003), VENOM (Hsu et al., 2009a,b, Sánchez-González et al., 2011, 2012, 2014), PLEEP (Jiang et al., 2017), STARFLEET (Jiang et al., 2016), FLEET (Edwards et al., 2015, Michael et al., 2011), RELIEF (Miles et al., 1987, Miles and Lempert, 1997, Miles et al., 1993, 2000, 1989), acetone (Handa et al., 2014, Lempert et al., 2002, 2003), iodine (Balla, 2013, McDaniel et al., 1983), argon (Mills, 2016), sodium (Barker et al., 1997), NH (Zhang et al., 2017) and the hydroxyl group techniques, (Boedeker, 1989, Pitz et al., 2005, Wehrmeyer et al., 1999), among var-

1.2 Particle-Response Analysis

In the previous section, it was stated that particle-based techniques possess an inherent limitation in terms of the particle-response time. To highlight and quantify this limitation, we calculate the response time of a particle to various flow fields in this section. The variation of this response with changing flow conditions will provide insight into the reliability of particle-based measurements since the response time of the particle determines the accuracy of the measurement and also the frequency content that can be captured.

Typically, in PIV it is assumed that the flow around the particle is Stokes flow, which allows for the calculation of the particle size if the response time is known. However, Stokes flow is not valid for compressible flow and furthermore under certain conditions, rarefaction (or noncontinuum) effects are important. If the Knudsen number of the particle is large, the molecules at the surface do not have a sufficiently high collision rate to ensure that the surface velocity and mean molecular velocity are equal. This then creates a slip condition at the surface, which subsequently affects the drag on the particle (Loth, 2008). Therefore, a drag model is required that accounts for both rarefaction and compressibility effects. In the following analysis, $C_D$ is the spherical drag coefficient, $V_p$ is the velocity of the spherical particle, $V_f$ is the velocity of the flow field, $W = V_p - V_f$ is the relative velocity, $d_p$ is the particle diameter, $m_p$ is the particle mass, $\rho_f$ is the fluid density, $\mu_f$ is the fluid viscosity, $T_f$ is the fluid temperature, $T_p$ is the particle temperature, $a_f$ is the sound speed in the fluid, $Re_p = \rho_f |W|d_p/\mu_f$ is the particle Reynolds number, $M_p = |W|/a_f$ is the
particle Mach number and $Kn_p = \sqrt{\pi\gamma/2(M_p/Re_p)}$ is the particle Knudsen number ($\gamma$ is the ratio of specific heats).

The equation of motion for a spherical particle in terms of the drag coefficient is,

$$m_p \frac{DV_p}{Dt} = -\frac{\pi}{8}d_p^2\rho_\infty C_D W|W|$$  \hfill (1.1)

The drag model used in this analysis is the one proposed by Loth (2008), which accounts for compressibility and rarefaction effects. It is divided into two parts;

1. $Re_p < 45$

$$C_D = \frac{C_{D,Knp,Rep}}{1 + M_p^4} + \frac{M_p^4 C_{D,fm,Rep}}{1 + M_p^4}$$  \hfill (1.2)

$$C_{D,Knp,Rep} = \frac{24}{Re_p}(1 + 0.15Re_p^{0.687})f_{Kn}$$  \hfill (1.3)

$$f_{Kn} = \frac{1}{1 + Kn_p(2.514 + 0.8\exp(-0.55/Kn_p))}$$  \hfill (1.4)

$$C_{D,fm,Rep} = \frac{C_{D,fm}}{1 + \left(\frac{C_{D,fm}}{1.63} - 1\right)\sqrt{Re_p/45}}$$  \hfill (1.5)

$$C_{D,fm} = \frac{(1 + 2s^2)\exp(-s^2)}{s^3\sqrt{\pi}} + \frac{(4s^4 + 4s^2 - 1)\text{erf}(s)}{2s^4} + \frac{2}{3s}\sqrt{\frac{\pi T_p}{T_f}}$$  \hfill (1.6)

$$C_{D,fm}' = \frac{(1 + 2s^2)\exp(-s^2)}{s^3\sqrt{\pi}} + \frac{(4s^4 + 4s^2 - 1)\text{erf}(s)}{2s^4} + \frac{2}{3s}\sqrt{\pi}$$  \hfill (1.7)
\[ s = M_p \sqrt{\gamma/2} \quad (1.8) \]

2. \( Re_p > 45 \)

\[ C_D = \frac{24}{Re_p} (1 + 0.15Re_p^{0.687}) H_M + \frac{0.42C_M}{1 + \frac{42900G_M}{Re_p^{1.16}}} \quad (1.9) \]

\[ C_M = \frac{5}{3} + \frac{2}{3} \tanh(3 \ln(M_p + 0.1)) \text{ for } M_p \leq 0.45 \]

\[ = 2.044 + 0.2 \exp(-1.8(\ln(M_p/1.5))^2) \text{ for } M_p \geq 0.45 \quad (1.10) \]

\[ G_M = 1 - 1.525M_p^4 \text{ for } M_p \leq 0.89 \]

\[ = 0.0002 + 0.0008 \tanh(12.77(M_p - 2.02)) \text{ for } M_p \geq 0.89 \quad (1.11) \]

\[ H_M = 1 - \frac{0.258C_M}{1 + 514G_M} \quad (1.12) \]

Fig. 1.1 shows the variation of \( C_D \) (normalized by the Stokes drag coefficient) with \( Re_p \) for different \( M_p \) and \( Kn_p \). It is immediately obvious there are significant deviations from Stokes drag; \( C_D \) is observed to change by several orders of magnitude depending on the parameters.

To get estimates of particle response under various conditions, Eq. 1.1 is solved numerically. It is assumed that the particle’s initial velocity is 0 and that the flow is one dimensional and constant. The particle diameter and density are taken as 1 \( \mu \text{m} \) and 1000 kg/m\(^3\) (Tropea et al., 2007). This calculation is carried out for the thermodynamic and fluid dynamic conditions of the four experiments performed in this
work. The results for particle velocity are shown in Fig. 1.2. Each of the calculations in Fig. 1.2 corresponds to a particle being injected into the flow with a zero initial velocity at time $t = 0$. The corresponding flow conditions are tabulated in Table 1.1 ($M$ and $Re_{\text{unit}}$ are the Mach and unit Reynolds numbers of the flow, not the particle $M_p$ and $Re_p$).

For the purposes of this work, the response time can be quantified as the time required for the particle to reach 63% of the fluid velocity (Williams et al., 2015), i.e. $V_p/V_f = 0.63$. Note that the conclusions of the analysis still hold if the criteria is changed to a number other than 63%, so that choice is irrelevant for the purposes of these calculations. In turbulent flows for example, if the response time is large, the particle will not be able to keep up with the rapid fluctuations, and the measured velocity will not be an accurate depiction of the flow. This will also restrict the frequency content that can be measured with the technique, as measurements of high frequencies demand short response times. Similarly, in flows with shock waves, large response times will not bear out the near discontinuous velocity changes in the flow, as the particle will decelerate over a longer, finite region than the constituents of the
From Fig. 1.2, we can see the detrimental effect of the Knudsen number on the particle-response time. The Knudsen number of the particle, $Kn_p$, is an indicator of the extent of the rarefaction effects in the flow. If it is small, the flow around the particle is representative of a continuum, which implies a large amount of collisions between the particle and atoms in the flow. These collisions serve to increase the drag and consequently accelerate the particle to the flow velocity quickly. However, if $Kn_p$ is large, the flow around the particle is rarified, which implies insufficient collisions to accelerate the particle quickly. Hence the response time is larger for larger $Kn_p$.

This behavior is apparent considering the shock tube experiments and T9 experiments in Fig. 1.2. In the shock-tube experiments the flow velocity is the same, and the trend of increasing response time with increasing $Kn_p$ can be seen. The response time in Fig. 1.2(a) increases by an roughly an order of magnitude between shot 169 (green) and shot 165 (red), where $Kn_p = 1.5$ and $Kn_p = 5.9$, respectively. The same behavior is observed in Fig. 1.2(d), the Hypersonic T9 experiments. As an

<table>
<thead>
<tr>
<th>Experiment</th>
<th>$M$</th>
<th>$Re_{\text{unit}}$ (1/m)</th>
<th>$Kn_p$</th>
<th>$V_f$ (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shock Tube - Shot 165</td>
<td>1.72</td>
<td>3.9e5</td>
<td>5.9</td>
<td>1220</td>
</tr>
<tr>
<td>Shock Tube - Shot 166</td>
<td>1.73</td>
<td>7.71e5</td>
<td>3.0</td>
<td>1250</td>
</tr>
<tr>
<td>Shock Tube - Shot 168</td>
<td>1.73</td>
<td>1.15e6</td>
<td>2.0</td>
<td>1250</td>
</tr>
<tr>
<td>Shock Tube - Shot 169</td>
<td>1.73</td>
<td>1.54e6</td>
<td>1.5</td>
<td>1240</td>
</tr>
<tr>
<td>Underexpanded Jet</td>
<td>5</td>
<td>6.18e6</td>
<td>1.2</td>
<td>700</td>
</tr>
<tr>
<td>Mach 3 (M3CT)</td>
<td>2.8</td>
<td>2.3e6</td>
<td>1.8</td>
<td>612</td>
</tr>
<tr>
<td>Hypersonic T9 (A)</td>
<td>12.3</td>
<td>1.65e6</td>
<td>10.6</td>
<td>1920</td>
</tr>
<tr>
<td>Hypersonic T9 (B)</td>
<td>9.4</td>
<td>1.88e6</td>
<td>6.6</td>
<td>1370</td>
</tr>
<tr>
<td>Hypersonic T9 (C)</td>
<td>9.82</td>
<td>13.1e6</td>
<td>1.0</td>
<td>1430</td>
</tr>
<tr>
<td>Hypersonic T9 (D)</td>
<td>10</td>
<td>30.3e6</td>
<td>0.4</td>
<td>1470</td>
</tr>
</tbody>
</table>
example, the response time increases by an order of magnitude between conditions C (black) and B (blue), where $Kn_p = 1$ and $Kn_p = 6.6$, respectively. The response times of the underexpanded jet, Fig. 1.2(b), and Mach 3 experiments, Fig. 1.2(c), are roughly the same since $Kn_p$ and $V_f$ are approximately the same for both experiments.

These calculations serve to illustrate how particle-lag effects can change significantly within the same facility. Furthermore, the response time is inherent to the dynamics of particle-based techniques. As such, it can be mitigated to a certain extent
by using smaller particles to reduce inertial effects, but it cannot be removed completely. Therefore, the response time can restrict the applicability of particle-based techniques such as PIV at certain flow conditions. This makes Tagging Velocimetry an attractive alternative, as no particle dynamics are involved since the fluorescence that is used to measure the velocity is from native, seeded, or synthesized gases in the flow.

1.3 Project Scope and Outline

The goal of this work is twofold. First, to develop and assess the utility of KTV as a velocimetry technique in making reliable measurements. To this end, chapter 2 describes the implementation and pertinent features of KTV, including its various schemes and data reduction algorithms. To demonstrate the applicability of KTV, four representative/canonical flow fields are studied; an underexpanded jet, a supersonic boundary layer in an impulse facility, a hypersonic nozzle flow, and supersonic compression-corner flow. The experimental facilities, run conditions, and results for each of these flows are presented in chapters 3, 4, 5, and 6, respectively. After establishing KTV as a viable tool in making velocity measurements, we proceed to the second goal, which is to perform an analysis of shock-wave/turbulent boundary-layer interaction. This is done using the data gathered in the supersonic compression-corner configuration and the analysis includes shear-layer characteristics, turbulence amplification, and proper orthogonal decomposition (POD). This analysis is presented in chapter 6. Furthermore, preliminary two-dimensional work in the supersonic compression-corner configuration is also presented in chapter 7, followed by the conclusions in chapter 8.
Chapter 2

Krypton Tagging Velocimetry (KTV)

2.1 Introduction

In this work, we use Krypton Tagging Velocimetry (KTV) to make the velocity measurements. It is a variation of Tagging Velocimetry which uses the fluorescence of krypton atoms to track the flow of the gas. The inert nature of krypton makes KTV an attractive candidate for making measurements in flows where the chemical composition is hard to prescribe or predict. The basic principle is that a laser is used to excite (or tag) certain atoms in the flow, to create the tracer particles, and the resulting fluorescence is imaged with a camera. This forms the “write” step. Then after a set delay, the fluorescence of the excited atoms is imaged again, forming the “read” step. The displacement of the fluorescence in the two images divided by the time between the two gives the velocity.

The use of a metastable noble gas as a tagging velocimetry tracer was first suggested by Mills et al. (2011) and Balla and Everhart (2012). KTV was first demonstrated by Parziale et al. (2015a,b) to measure the velocity along the centerline of an underexpanded jet of N$_2$/Kr mixtures. Following that work, Zahradka et al. (2016a,b) used KTV to make measurements of the mean and fluctuating turbulent boundary-layer profiles in a Mach 2.7 flow. Mustafa et al. (2017, 2019) used KTV to measure multiple simultaneous profiles of streamwise velocity and velocity fluctuations in the incoming boundary layer and immediately upstream of 8, 16, 24, and 32-degree compression corners in a $M_\infty = 2.8$, Re$_\Theta = 1750$, 99% N$_2$/1% Kr shock-wave/turbulent boundary-layer interaction.
Since there are many energy levels available in krypton, there are various ways in which the atoms can be tagged or excited. Listed in Table 2.1 are numerous energy levels in krypton that are accessible via two-photon excitation at \( \approx 190-220 \) nm. The krypton atoms can be excited to any of these levels at the “write” step to form the tracer particles. The experiments in this work utilized two-photon excitation at \( \lambda = 212.56 \) nm and \( \lambda = 214.7 \) nm at the “write” step and in the case of two-laser schemes, re-excitation with a laser at the “read” step. The choice of two-photon excitation and re-excitation wavelengths resulted in the implementation of various KTV schemes, each of which uses different energy level transitions to create fluorescence.

Table 2.1: Accessible Kr Levels with Two-Photon Excitation. Racah nl\([K]_J\) notation.

<table>
<thead>
<tr>
<th>( \lambda ) (nm)</th>
<th>Energy Level</th>
<th>( E ) (cm(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>192.75</td>
<td>6p([1/2]_0)</td>
<td>103761.6336</td>
</tr>
<tr>
<td>193.49</td>
<td>6p([3/2]_2)</td>
<td>103362.6124</td>
</tr>
<tr>
<td>193.94</td>
<td>6p([5/2]_2)</td>
<td>103121.1419</td>
</tr>
<tr>
<td>202.32</td>
<td>5p([1/2]_0)</td>
<td>98855.0698</td>
</tr>
<tr>
<td>204.20</td>
<td>5p([3/2]_2)</td>
<td>97945.1664</td>
</tr>
<tr>
<td>212.56</td>
<td>5p([1/2]_0)</td>
<td>94092.8626</td>
</tr>
<tr>
<td>214.70</td>
<td>5p([3/2]_2)</td>
<td>93123.3409</td>
</tr>
<tr>
<td>216.67</td>
<td>5p([5/2]_2)</td>
<td>92307.3786</td>
</tr>
</tbody>
</table>

In this chapter, the four KTV schemes developed over the course of this work are described. Three of them are two-laser techniques and one of them is a single-laser technique. A fluorescence model that compares two of the schemes is also presented. Finally, two-photon cross-section calculations, spectroscopic data, and time-resolved fluorescence data, are presented to justify the choice of excitation wavelength in the single-laser scheme.

followed by spectroscopic data and an analysis of the fluorescence signal with
regards to its variation with pressure and wavelength. Finally, two-photon cross-
section calculations are presented to justify the choice of excitation wavelength in the
single-laser scheme.

2.2 Scheme 1 (Two Pulsed Lasers - 214.7 nm/760.2 nm)

In this scheme the tracer particles are the metastable krypton atoms that are syn-
thesized in the flow. Following the transitions in the energy level diagram in Fig. 2.1
along with the relevant transition data in Table 2.2, KTV scheme 1 is performed as
follows:

Figure 2.1: Energy diagram for scheme 1. Racah nl[K] notation. Transitions marked
in red represent spontaneous atomic transitions. Transitions marked in blue represent
stimulated atomic transitions (with laser). Transition details in Table 2.2.

1. Seed a base flow with krypton.

2. **Write Step:** Photosynthesize metastable krypton atoms with a pulsed tunable
laser to form the tagged tracer; two-photon excitation $4p^6(1S_0) \rightarrow 5p[3/2]_2$
(214.7 nm, transition A) and decay to resonance state $5p[3/2]_2 \rightarrow 5s[3/2]_1$
(819.0 nm, transition B) and metastable state $5p[3/2]_2 \rightarrow 5s[3/2]_2$ (760.2 nm,
transition C). We estimate that the creation of the metastable atoms which comprise the “write line” takes approximately 50 ns (Chang et al., 1980). The position of the write line is marked by the fluorescence from transitions B and C, and is recorded with a camera positioned normal to the flow.

3. **Read Step:** Record the displacement of the tagged metastable krypton by imaging the laser induced fluorescence (LIF) that is produced with an additional pulsed tunable laser: re-excite $5p[3/2]_2$ level by $5s[3/2]_0 \rightarrow 5p[3/2]_2$ transition with laser sheet (760.2 nm, transition D) and read spontaneous emission of $5p[3/2]_2 \rightarrow 5s[3/2]_1^0$ (819.0 nm, transition B) and $5p[3/2]_2 \rightarrow 5s[3/2]_2^0$ (760.2 nm, transition C) transitions with a camera positioned normal to the flow.

Table 2.2: Relevant NIST Atomic Spectra Database Lines Data, labels match Fig. 2.1. Racah nl[K]j notation. Subscripts “i” and “j” represent upper and lower energy levels, respectively.

<table>
<thead>
<tr>
<th>Transition</th>
<th>$\lambda_{\text{air}}$ (nm)</th>
<th>Nature</th>
<th>$A_{ij}$ ($s^{-1}$)</th>
<th>$E_j$ (cm$^{-1}$)</th>
<th>$E_i$ (cm$^{-1}$)</th>
<th>Lower Level</th>
<th>Upper Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>214.77</td>
<td>Two-Photon</td>
<td>0</td>
<td>93123.34</td>
<td>4s$^2$4p$^6$, $^1S_0$</td>
<td>5p[3/2]$_2$</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>819.00</td>
<td>Single-Photon</td>
<td>1.1e7</td>
<td>80916.77</td>
<td>93123.34</td>
<td>5s[3/2]$_0^1$</td>
<td>5p[3/2]$_2$</td>
</tr>
<tr>
<td>C</td>
<td>760.15</td>
<td>Single-Photon</td>
<td>3.1e7</td>
<td>79971.74</td>
<td>93123.34</td>
<td>5s[3/2]$_2^2$</td>
<td>5p[3/2]$_2$</td>
</tr>
<tr>
<td>D</td>
<td>760.15</td>
<td>Single-Photon</td>
<td>(-)</td>
<td>79971.74</td>
<td>93123.34</td>
<td>5s[3/2]$_2^2$</td>
<td>5p[3/2]$_2$</td>
</tr>
<tr>
<td>E</td>
<td>123.58</td>
<td>Single-Photon</td>
<td>2.98e8</td>
<td>80916.77</td>
<td>4s$^2$4p$^6$, $^1S_0$</td>
<td>5s[3/2]$_1^0$</td>
<td></td>
</tr>
</tbody>
</table>

2.3 **Scheme 2 (Two Pulsed Lasers - 214.7 nm/769.5 nm)**

As in scheme 1, the tracer particles in this scheme are also the metastable krypton atoms. However, the re-excitation wavelength at the read step is different. This scheme was constructed in the pursuit of high signal-to-noise ratio (SNR), and its justification will be presented in section 2.4. Following the transitions in the energy level diagram in Fig. 2.2 along with the relevant transition data in Tables 2.2 and 2.3, KTV scheme 2 is performed as follows:
1. Seed a base flow with krypton.

2. **Write Step:** Photosynthesize metastable krypton atoms with a pulsed tunable laser to form the tagged tracer; two-photon excitation $4p^6(^1S_0) \rightarrow 5p[3/2]_2$ (214.7 nm, transition A) and decay to resonance state $5p[3/2]_2 \rightarrow 5s[3/2]_1^0$ (819.0 nm, transition B) and metastable state $5p[3/2]_2 \rightarrow 5s[3/2]_2^0$ (760.2 nm, transition C). We estimate that the creation of the metastable atoms which comprise the “write line” takes approximately 50 ns (Chang et al., 1980). The position of the write line is marked by the fluorescence from transitions B and C, and is recorded with a camera positioned normal to the flow.

3. **Read Step:** Record the displacement of the tagged metastable krypton by imaging the laser induced fluorescence (LIF) that is produced with an additional pulsed tunable laser: excite $5p[3/2]_1$ level by $5s[3/2]_2^0 \rightarrow 5p[3/2]_1$ transition with laser sheet (769.5 nm, transition F) and read spontaneous emission of $5p[3/2]_1 \rightarrow 5s[3/2]_1^0$ (830.0 nm, transition H) and $5p[3/2]_1 \rightarrow 5s[3/2]_2^0$ (769.5 nm, transition...
G) transitions with a camera positioned normal to the flow.

Table 2.3: Relevant NIST Atomic Spectra Database Lines Data, labels match Figs. 2.1 and 2.2. Racah nl|K⟩ notation. Transitions A - I listed in Table 2.2.

<table>
<thead>
<tr>
<th>Transition</th>
<th>λ AIR (nm)</th>
<th>Nature</th>
<th>A ij (s⁻¹)</th>
<th>E j (cm⁻¹)</th>
<th>E i (cm⁻¹)</th>
<th>Lower Level</th>
<th>Upper Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>769.45</td>
<td>Single-Photon</td>
<td>5.6e6</td>
<td>79971.74</td>
<td>92964.39</td>
<td>5s[3/2]₀</td>
<td>5p[3/2]₁</td>
</tr>
<tr>
<td>H</td>
<td>829.81</td>
<td>Single-Photon</td>
<td>3.2e7</td>
<td>80916.77</td>
<td>92964.39</td>
<td>5s[3/2]₀</td>
<td>5p[3/2]₁</td>
</tr>
</tbody>
</table>

2.4 Fluorescence Model for Schemes 1 and 2

In an effort to compare the fluorescence resulting from schemes 1 and 2, a three-level model is presented in this section. To a first approximation, we ignore the effects of quenching and only account for the atomic transitions between the energy levels. The write step is the same for both schemes, therefore, the model will only be representative of the read step. The relevant energy levels and transitions in the read step of each scheme are shown in Fig. 2.3. Shown in Fig. 2.3 are the transitions D’ and F’, which represent stimulated emission and were omitted from previous energy-level diagrams.

In the following analysis N_m(t), N_r(t), N_e(t), N_E(t) and N_G(t) denote the population (in arbitrary units) of the 5s[3/2]₀, 5s[3/2]₁, 5p[3/2]₂, 5p[3/2]₃ and ground energy levels respectively. Following Eckbreth (1996), each transition in Fig. 2.3 occurs at a certain rate (in s⁻¹). This is denoted by the Einstein A coefficient, A_ij, for the spontaneous transitions, where i and j represent the upper and lower energy levels (for example, A_er is the Einstein A coefficient for the transition form the 5p[3/2]₂ level to the N_r(t) level) respectively. The stimulated emission and absorption rates are denoted by b_ij (for transitions D’ and F’) and b_ji (for transitions D’ and F’,) respectively (subscripts ij have the same meaning as in A_ij). The b_ij and b_ji
coefficients for a given transition are calculated as,

\[ b_{ij} = \frac{B_{ij} \Phi_{\nu}}{c_0}, \quad (2.1) \]

and

\[ b_{ji} = \frac{B_{ji} \Phi_{\nu}}{c_0}. \quad (2.2) \]

Here \( B_{ij} \) and \( B_{ji} \) are the Einstein B coefficients for that transition, \( \Phi_{\nu} \) is the laser intensity per unit frequency interval and \( c_0 \) is the speed of light. In turn \( B_{ij} \) is given by,

\[ B_{ij} = \frac{A_{ij} \lambda^3}{8\pi h}, \quad (2.3) \]

where \( \lambda \) is the transition wavelength and \( h \) is Planck’s constant. Finally \( B_{ji} \) is given by,

\[ B_{ji} = B_{ij} \frac{g_i}{g_j}, \quad (2.4) \]

where \( g_i \) and \( g_j \) are the degeneracies of the upper and lower energy level, respectively.

Eckbreth (1996) states that the signal of a fluorescence technique, \( F \), from a certain transition, can be calculated as

\[ F = h \nu_{ij} N_i A_{ij} \Omega V/(4\pi), \quad (2.5) \]

where \( h \) is Planck’s constant, \( \nu_{ij} \) is the frequency of emitted light, \( N_i \) is the population of the higher energy level, \( A_{ij} \) is the Einstein coefficient, \( \Omega \) is the collection solid angle, and \( V \) is the emitting volume. Hence, the goal of the model is to calculate \( \nu_{er} N_e(t) A_{er} \)
and $\nu_{Er} N_E(t) A_{Er}$, which are proportional to the fluorescence of the transitions from the $5p[3/2]_2$ and $5p[3/2]_1$ states to the $5s[3/2]_1^o$ state. These transitions are isolated in experiments by using long-pass filters which reduce the noise and scatter of the read-laser pulse.

Figure 2.3: Relevant energy levels and transitions used in fluorescence model. Spontaneous transitions in red, stimulated transitions in blue. (a) Scheme 1. (b) Scheme 2.

The model will be broken into two parts: 1) when the read-laser pulse is on; and 2) when the read-laser pulse is off (which is when the fluorescence is recorded by the camera). The governing equations for the populations are the same for both parts of the model, except the excitation-rate constant is set to zero when the laser is off. Following Fig. 2.3, we can write differential equations that govern the populations for scheme 1 as,

$$\frac{dN_r}{dt} = -N_r (A_{rG} + A_{eG}), \quad (2.6)$$

$$\frac{dN_m}{dt} = -N_m b_{me} + N_e (b_{em} + A_{em}), \quad (2.7)$$

and,

$$\frac{dN_e}{dt} = N_m b_{me} - N_e (b_{em} + A_{er} + A_{em}). \quad (2.8)$$
This system can be put in matrix form \( \dot{X} = AX \) as

\[
\begin{bmatrix}
N_r \\
N_m \\
N_e
\end{bmatrix} =
\begin{bmatrix}
0 & 0 & A_{er} \\
0 & -b_{me} & (b_{em} + A_{em}) \\
0 & b_{me} & -(A_{er} + b_{em} + A_{em})
\end{bmatrix}
\begin{bmatrix}
N_r \\
N_m \\
N_e
\end{bmatrix}.
\tag{2.9}
\]

Similarly, for scheme 2 the governing equations are,

\[
\begin{bmatrix}
N_r \\
N_m \\
N_E
\end{bmatrix} =
\begin{bmatrix}
0 & 0 & A_{Er} \\
0 & -b_{mE} & (b_{Em} + A_{Em}) \\
0 & b_{mE} & -(A_{Er} + b_{Em} + A_{Em})
\end{bmatrix}
\begin{bmatrix}
N_r \\
N_m \\
N_E
\end{bmatrix}.
\tag{2.10}
\]

The initial conditions at \( t = 0 \) (start of read pulse) which are \( N_{r0} = N_{e0} = 0 = N_{E0} = 0 \), and \( N_{m0} = 1 \), and in the second part of the model, the initial conditions are the populations at the end of the first part of the model; that is, Eqs. (2.9 and 2.10) are solved twice, once during the read-laser pulse, and once immediately following read-laser shutoff. The laser parameters used in the model are given in Table 2.4 and the transition parameters are given in Table 2.5.

| Table 2.4: Laser parameters used in fluorescence model for schemes 1 and 2. |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| (Waist diameter) | (Pulse energy ) | (Linewidth) | (Pulsewidth) | \( \Phi_{\nu} \) |
| (m) | (J) | (s\(^{-1}\)) | (s) | (Js\(^{-2}\)m\(^{-2}\)) |
| 0.04 | 5e-3 | 750e6 | 6e-9 | 0.884 |

The model developed above was used to determine the population of the energy states for a given set of laser parameters. Fig. 2.4 illustrates the population dynamics of schemes 1 and 2. The re-excitation saturates quickly at \( 10^{-11} \) s in both cases. Note that the fluorescence is imaged only after the end of the read pulse by gating
Table 2.5: Transition data for fluorescence model.

<table>
<thead>
<tr>
<th>Transition (i-j)</th>
<th>$\lambda_{air}$ (nm)</th>
<th>$A_{ji}$ (s$^{-1}$)</th>
<th>$B_{ji}$ (m$^{-1}$ kg)</th>
<th>$B_{ji}'$ (m$^{-1}$ kg)</th>
<th>$g_{ji}$ (-)</th>
<th>$b_{ji}$ (s$^{-1}$)</th>
<th>$b_{ji}'$ (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e \rightarrow m$</td>
<td>760.15</td>
<td>2.73e7</td>
<td>7.2e20</td>
<td>7.2e20</td>
<td>1</td>
<td>2.1e12</td>
<td>2.1e12</td>
</tr>
<tr>
<td>$e \rightarrow r$</td>
<td>819.00</td>
<td>8.94e6</td>
<td>(-)</td>
<td>(-)</td>
<td>$\frac{5}{2}$</td>
<td>(-)</td>
<td>(-)</td>
</tr>
<tr>
<td>$E \rightarrow m$</td>
<td>769.45</td>
<td>4.27e6</td>
<td>1.2e20</td>
<td>7e19</td>
<td>$\frac{3}{2}$</td>
<td>3.4e11</td>
<td>2.1e11</td>
</tr>
<tr>
<td>$E \rightarrow r$</td>
<td>829.81</td>
<td>2.93e7</td>
<td>(-)</td>
<td>(-)</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$r \rightarrow G$</td>
<td>123.58</td>
<td>2.98e8</td>
<td>(-)</td>
<td>(-)</td>
<td>(-)</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

the camera. Also note that the 5s[3/2]$_1$ level is more quickly populated with scheme 2, which is an indicator of higher fluorescence at $\lambda > 800$ nm.

Figure 2.4: Populations of energy levels with respect to time from beginning of read pulse. Note the saturation of the re-excitation transition. (a) Scheme 1. (b) Scheme 2.

Fig. 2.5 shows a plot of the fluorescence signal ($\nu NA$) from states $e$ (5p[3/2]$_2$) and $E$ (5p[3/2]$_1$), which represent the anticipated fluorescence from schemes 1 and 2, respectively. Note that the only difference is the re-excitation wavelength. The fluorescence imaged by the camera is proportional to the integral of $\nu NA$ from the
the end of the read pulse. The ratio of the fluorescence from scheme 2 to that of scheme 1, $FSR$, is

$$FSR = \frac{\int \nu E_r N_E A_E dt}{\int \nu E_r N_E A_E dt}.$$  \hspace{1cm} (2.11)

The value of this integral as evaluated in MATLAB using the solution of the system of ODEs given in Eq. 2.9 is approximately 2.5; thus, scheme 2 is advantageous because of higher signal. Moreover, the switch in re-excitation schemes requires no additional equipment changes other than the read-laser wavelength (old: 760.2 nm to new: 769.5 nm). Note that the fluorescence is predicted to be higher only if the transition to the resonance state is observed by incorporating 800 nm long-pass filters. If the transitions to the metastable state are also imaged, then scheme 1 is predicted to result in higher fluorescence. However, it is sometime desirable to use long-pass filters, as in the case of the SWBLI experiments in this work, to remove the scatter of the read laser pulse ($< 800$ nm) off of surfaces, therefore, in such cases scheme 2 is preferable.

![Figure 2.5: Fluorescence comparison of schemes 1 and 2 with 800 nm long-pass filters.](image-url)
2.5 Scheme 3 (One Pulsed Laser/One Laser Diode - 214.7 nm/769.5 nm)

Thus scheme is the same as scheme 2, except that in this work the read step is performed with a single-frequency, continuous-wave laser diode. Although this scheme is technically still a two-laser, one-camera technique, the barrier to entry for implementation is significantly reduced.

Following the transitions in the energy level diagram in Fig. 2.1 along with the relevant transition data in Tables 2.2 and 2.3, KTV scheme 3 is performed as follows:

1. Seed a base flow with krypton.

2. **Write Step:** Photosynthesize metastable krypton atoms with a pulsed tunable laser to form the tagged tracer; two-photon excitation $4p^6(1S_0) \rightarrow 5p[3/2]_2$ (214.7 nm, transition A) and decay to resonance state $5p[3/2]_2 \rightarrow 5s[3/2]_1^o$ (819.0 nm, transition B) and metastable state $5p[3/2]_2 \rightarrow 5s[3/2]_2^o$ (760.2 nm, transition C). We estimate that the creation of the metastable atoms which comprise the “write line” takes approximately 50 ns (Chang et al., 1980). The position of the write line is marked by the fluorescence from transitions B and C, and is recorded with a camera positioned normal to the flow.

3. **Read Step:** Record the displacement of the tagged metastable krypton by imaging the laser induced fluorescence (LIF) that is produced with an additional tunable laser: excite $5p[3/2]_1$ level by $5s[3/2]_2^o \rightarrow 5p[3/2]_1$ transition with laser sheet (769.5 nm, transition F) and read spontaneous emission of $5p[3/2]_1 \rightarrow 5s[3/2]_1^o$ (830.0 nm, transition H) and $5p[3/2]_1 \rightarrow 5s[3/2]_2^o$ (769.5 nm, transition G) transitions with a camera positioned normal to the flow.
2.6 Scheme 4 (One Pulsed Laser - 212.6 nm)

This KTV scheme is a one-laser, one-camera velocimetry technique. Here, unlike the other schemes, the tracer particles are not the metastable Kr atoms, but the ionized Kr atoms. Following the transitions marked in blue in Fig. 2.6 and the data in Tables 2.6 and 2.2, it is performed as follows:

![Energy Diagram](image)

Figure 2.6: Energy diagram for scheme 4. Racah nl[K] notation. Transitions marked in red represent spontaneous atomic transitions. Transitions marked in blue represent stimulated atomic transitions (with laser). Transition details in Tables 2.6 and 2.2. States \(5p\) and \(5s\) represent the numerous \(5p\) and \(5s\) states (tabulated in Table 2.7) that are created by the deionization process. Transitions M and N represent the numerous transitions in the \(5p-5s\) band. 14.0 eV marks ionization limit of Kr.

1. **Write Step:** Excite krypton atoms with a pulsed-tunable laser to form the tagged tracer through a \((2+1)\) resonance-enhanced, multiphoton ionization (REMPI) process \((\text{Bajic et al., 1991, Brandi et al., 2002, Echt et al., 1987, Miller, 1989, Perry and Landen, 1988})\). \((2+1)\) REMPI is performed as two-photon excitation of \(4p^6(^1S_0) \rightarrow 5p[1/2]_0\) (two 212.6 nm photons, transition I), and subsequent one-photon ionization (one 212.6 nm photon, transition K). Fluorescence for the write step is recorded primarily from the decay to the resonance state.
$5p[1/2]_0 \rightarrow 5s[3/2]^{o}_1$ (758.7 nm, transition J). Minor fluorescence contributions from transitions M and N, resulting from the deionization process (transition L) (Dakka et al., 2018, Shiu and Biondi, 1977) are also recorded. The position of the write line is marked by gated imaging of the laser-induced fluorescence (LIF) from these transitions, recorded with a camera positioned normal to the flow. The emission spectrum of this step is shown in black in Fig. 2.7.

2. **Read Step:** After a prescribed delay, record the displacement of the tagged krypton by gated imaging of the LIF from the residual $5p[1/2]_0 \rightarrow 5s[3/2]^{o}_1$ (758.7 nm) transition J, in addition to other transitions, M and N resulting from the deionization process, L. At this step, the fluorescence from transitions M and N dominate that of J. The emission spectrum of this step is shown in red or blue in Fig. 2.7.

The write-pulse energy requirement of the KTV scheme 4 is higher than that of previous schemes. Previous KTV schemes required two lasers, one for the write step and photosynthesis of the metastable state tracer, and one for the re-excitation from the metastable state on the read step. In this scheme, (2+1) REMPI and the deionization process are responsible for the long lifetime of the Kr fluorescence. As such, to sufficiently ionize the Kr atoms, more energy is required. For context on energy requirements, the previous two-laser scheme was able to write many lines with relatively low energy, as in Mustafa et al. (2019), where 20 lines with 350 µJ/line were used to investigate a Mach 3 shock-wave/turbulent boundary-layer interaction over a 20 mm x 20 mm domain. In the work with scheme 4 (see chapters 3 and 4), we have only a single line because of energy requirements, but the setup is simpler, and, as will be discussed later, has been demonstrated over a broad range of conditions in Kr-doped N₂ and air.
It should be noted that this scheme can also be performed with two-photon excitation at $\lambda = 214.7$ nm. With $\lambda = 214.7$ nm (as in schemes 1, 2, and 3), the atoms would be excited to the $5p[3/2]_2$ level, instead of the $5p[1/2]_0$ level, followed by one-photon ionization from the $5p[3/2]_2$ level. Therefore, both the $5p[1/2]_0$ and the $5p[3/2]_2$ levels can be used for $(2+1)$ REMPI, as long as the laser-pulse energy is sufficiently high. However, we chose to use two-photon excitation at $\lambda = 212.6$ nm and the $5p[1/2]_0$ level because the resulting fluorescence signal is higher than if $\lambda = 214.7$ nm is used. Fluorescence signals from both $\lambda = 212.6$ and $\lambda = 212.7$ are presented in section 2.8, and in section 2.9, two-photon cross-section calculations are presented, both of which justify the use of $\lambda = 212.6$ for scheme 4.

Table 2.6: Relevant NIST Atomic Spectra Database Lines Data, labels match Fig. 2.6. Racah nl[K]J notation. Entries in first row represent ranges and order of magnitude estimates since M and N in Fig. 2.6 represent numerous transitions in the 5p - 5s band.

<table>
<thead>
<tr>
<th>Transition</th>
<th>$\lambda_{\text{air}}$ (nm)</th>
<th>Nature</th>
<th>$A_{ki}$ ($s^{-1}$)</th>
<th>$E_i$ (cm$^{-1}$)</th>
<th>$E_k$ (cm$^{-1}$)</th>
<th>Lower Level</th>
<th>Upper Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>M/N</td>
<td>750-830 Single-Photon 1e6-1e7 80000</td>
<td>90000</td>
<td>3s</td>
<td>5p</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>212.556 Two-Photon (-)</td>
<td>0</td>
<td>94092.86</td>
<td>4s24p6 $^1S_0$</td>
<td>5p[1/2]0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>J</td>
<td>758.74 Single-Photon 4.3e7 80916.77</td>
<td>94092.86</td>
<td>5s[3/2]0</td>
<td>5p[1/2]0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>212.556 Single-Photon (-)</td>
<td>94092.86</td>
<td>112917.62</td>
<td>5p[1/2]0</td>
<td>Kr Ions</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.7 Spectroscopic Analysis of Scheme 4

In this section, the spectrum of the resulting fluorescence following $(2+1)$ REMPI at $\lambda = 212.56$ nm and $\lambda = 214.7$ nm is analyzed. The goal is to investigate the $(2+1)$ REMPI process, the extent of ionization of the fluorescing Kr atoms during the write/read steps of scheme 3, and characterize the nature of transitions M and N in Fig. 2.6.

The write-laser system used for the spectroscopy experiments was a frequency
doubled Quanta Ray Pro-350 Nd:YAG laser and a frequency tripled Sirah Precision-Scan Dye Laser (DCM dye, DMSO solvent). The Nd:YAG laser pumps the dye laser with 1000 mJ/pulse at a wavelength of 532 nm. The dye laser is tuned to output a 637.7 nm/644.1 nm beam, and frequency tripling (Sirah THU 205) of the dye-laser output results in a 212.6 nm/214.7 nm beam, with 3-5 mJ energy, 1350 MHz linewidth, and 7 ns pulse width at a repetition rate of 10 Hz. The write beam was focused into the test section with a 200 mm focal-length, fused-silica lens.

The experiments were conducted in quiescent flow, and, instead of imaging the fluorescing Kr atoms directly onto the camera, the Kr fluorescence was imaged onto the slit of an Oriel MS257, 25 cm spectrograph. The spectra were imaged with a Princeton Instruments PIMAX-4 (PM4-1024i-HR-FG-18-P46-CM) camera. The lens used was a Nikon NIKKOR 24-85mm f/2.8-4D with a 0.5 inch lens tube positioned at the spectrograph exit. The camera gate was opened after a set delay from the end of the laser pulse, this delay was varied from 0 ns to 1000 ns to get time-resolved spectroscopy plots. The camera gain was set to 100% with 1024×1 (spanwise × streamwise) pixel binning to ensure sufficient signal. This experimental setup was calibrated with a Kr pen lamp (Newport 6031).

First, we consider (2+1) REMPI at \( \lambda = 212.56 \text{ nm} \) (scheme 4). The hypothesis was that if the spectra indicate transitions other than the \( 5p[1/2]_0 \rightarrow 5s[3/2]_1^0 \) (758.7 nm) transition, the Kr atoms were at least partially ionized. As a result of the partially ionized Kr population, the fluorescence observed during the read step would be the result of the spontaneous emission from the byproducts of the Kr deionization process (Dakka et al., 2018, Shiu and Biondi, 1977). This process occurs at a longer timescale than spontaneous emission in the absence of ionization, thus enabling the tagged Kr atoms to be imaged with sufficient signal-to-noise-ratio (SNR) during the
read step without the need for a read laser.

The emission spectrum at three time increments after the write-laser pulse is presented in Fig. 2.7. We denote the time after the write-laser pulse as $\Delta t$, with the spectra recorded at $\Delta t = 0$ ns being representative of the write step, and the spectra recorded at $\Delta t = 500$ ns or $\Delta t = 1000$ ns being representative of the read step. The experiments were performed with a 212.6 nm wavelength, 3 mJ energy pulse in a 5 torr, 99% N$_2$/1% Kr mixture. The 758.7 nm transition dominated at $\Delta t = 0$ ns, corresponding to transition B in Fig. 2.6. From this, we conclude that the write-step fluorescence is dominated by the spontaneous emission from the $5p[1/2]_0 \rightarrow 5s[3/2]_1$ (758.7 nm) transition. For the spectra recorded at $\Delta t = 500$ ns and $\Delta t = 1000$ ns, many transitions are observed that are consistent with spontaneous

![Figure 2.7: Time-resolved fluorescence spectrum for $\lambda = 212.56$ nm at 5 torr pressure and 3 mJ laser pulse energy in a 99% N$_2$/1% Kr gas mixture. Intensities normalized by maximum intensity in each spectrum.](image)
Table 2.7: Atomic data for krypton spectra using λ = 212.556 nm two-photon excitation in N₂, Racah nl[K] notation. Line numbers correspond to Fig. 2.7.

<table>
<thead>
<tr>
<th>Line</th>
<th>( \lambda_{\text{air}} ) (nm)</th>
<th>Upper Level</th>
<th>Lower Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>758.74</td>
<td>5p[1/2]₀</td>
<td>5s[3/2]₀</td>
</tr>
<tr>
<td>2</td>
<td>760.15</td>
<td>5p[3/2]₂</td>
<td>5s[3/2]₀</td>
</tr>
<tr>
<td>3</td>
<td>768.52</td>
<td>5p[1/2]₀</td>
<td>5s[1/2]₁</td>
</tr>
<tr>
<td>5</td>
<td>785.48</td>
<td>5p[1/2]₁</td>
<td>5s[1/2]₀</td>
</tr>
<tr>
<td>6</td>
<td>805.95</td>
<td>5p[3/2]₁</td>
<td>5s[1/2]₀</td>
</tr>
<tr>
<td>7</td>
<td>810.44</td>
<td>5p[5/2]₂</td>
<td>5s[3/2]₂</td>
</tr>
<tr>
<td>8</td>
<td>811.29</td>
<td>5p[5/2]₃</td>
<td>5s[3/2]₂</td>
</tr>
<tr>
<td>9</td>
<td>819.01</td>
<td>5p[3/2]₂</td>
<td>5s[3/2]₁</td>
</tr>
<tr>
<td>10</td>
<td>826.32</td>
<td>5p[3/2]₂</td>
<td>5s[1/2]₁</td>
</tr>
<tr>
<td>11</td>
<td>828.11</td>
<td>5p[1/2]₁</td>
<td>5s[1/2]₁</td>
</tr>
</tbody>
</table>

emission from Kr atoms in the 5p states (Table 2.7). From this, we conclude that the read-step fluorescence is due to the spontaneous emission from the byproducts of the Kr deionization process following (2+1) REMPI. We should note that we recorded spectra with 80 nm windows (e.g., 750-830 nm in Fig. 2.7) over a broad domain in the 400-850 nm range and recorded little or no signal outside of the 750-830 nm range. The emission results we present in Fig. 2.7 are consistent with those in the literature for ionized Kr; for example, see the relative intensities (Table I) and energy-level diagram (Fig. 5) of Shiu and Biondi (1977). Additionally, we note that while maintaining laser intensity, detuning the laser wavelength off of the 212.6 nm resonance by a few picometers resulted in the complete loss of fluorescence. From this, we conclude that we are not photoionizing other constituents in the gas mixtures.

In Fig. 2.8, the spectrum following the “write” step using two-photon excitation at \( \lambda = 212.56 \) nm is show in in 99% N₂/1% Kr and 75% N₂/20% O₂/5% Kr gas mixtures at various pressures. It is observed that the spectrum is invariant with changes in gas mixture and pressure (aside from a change in the intensity of each
Next, we consider (2+1) REMPI at $\lambda = 214.7$ nm. In Fig. 2.9 the spectrum following two-photon excitation at $\lambda = 214.7$ nm is shown in 99% N\textsubscript{2}/1% Kr and 75% N\textsubscript{2}/20% O\textsubscript{2}/5% Kr gas mixtures at various pressures (lines tabulated in Table 2.7), using 5 mJ/pulse. These spectra are representative of the fluorescence at the “write” step, time-resolved spectroscopy was not performed for $\lambda = 214.7$ nm as in Fig.2.7. Again, it is observed that it is invariant with pressure and gas. Lines other than $\lambda = 819.01$ nm and $\lambda = 760.15$ nm indicate the presence of (2+1) REMPI. The 760.15 nm line is more intense in Fig. 2.12 than in Fig. 2.10 because the $5p[3/2]_2$ spontaneously decays to the $5s[3/2]^o_2$ level, whereas the $5p[1/2]_0$ level does not. Similarly, the line at $\lambda = 819.01$ nm in Fig. 2.9 is more intense than in Fig. 2.10 because the $5p[3/2]_2$ level spontaneously decays to the $5s[3/2]^o_1$ level, whereas the $5p[1/2]_0$ level does not.

![Figure 2.8: Fluorescence spectrum for $\lambda = 212.56$ nm at 5 mJ laser pulse energy. Intensities normalized by maximum intensity in each spectrum.](image-url)
Figure 2.9: Fluorescence spectrum for $\lambda = 214.7$ nm at 5 mJ laser pulse energy. Intensities normalized by maximum intensity in each spectrum.

The $\lambda = 819.01$ nm transition in the $\lambda = 212.56$ nm spectrum (Fig. 2.8) is only from the deionization process.

It should be noted that though we have shown that (2+1) REMPI can occur at $\lambda = 214.7$ nm, it was ignored in schemes 1, 2, and 3. This is because when using schemes 1, 2, and 3, the energy per pulse is less than 5 mJ, as multiple lines are written, thus the extent of (2+1) REMPI is even less than that shown in Fig. 2.9, since the typical laser-pulse energy is not sufficiently high to cause ionization.

2.8 Fluorescence Analysis of Scheme 4

In this section, the fluorescence following (2+1) REMPI at $\lambda = 212.56$ nm and $\lambda = 214.7$ nm is analyzed at various pressures and time delays. The goal was to establish the various timescales, get an understanding of how flow conditions influence
the signal, and determine the relative behavior of the excitation wavelengths, in
scheme 4.

First, we consider the fluorescence signal following (2+1) REMPI at \( \lambda = 212.56 \) nm. To understand the timescales of the tagged Kr lines, experiments were conducted where camera exposures of Kr fluorescence were recorded at successive times after the write-laser pulse, each with a 30 ns gate width. The optical setup for this series of experiments was identical to that in the spectroscopy experiments in section 2.7, except that a spectrometer was not used and the fluorescence was imaged directly onto the camera. Furthermore, the laser-pulse energy was kept fixed at 5 mJ.

Results are presented in Fig. 2.10 for both 99% \( \text{N}_2 \)/1% Kr and 75% \( \text{N}_2 \)/20% \( \text{O}_2 \)/5% Kr mixtures. To estimate what the fluorescence signal behavior would be in

\[
\begin{align*}
\text{Signal (counts)} \\
\text{SNR ( \text{\dagger} )}
\end{align*}
\]

\( t \) (s) (since end of laser pulse)

Figure 2.10: Fluorescence curves in air and \( \text{N}_2 \) at 5 torr for two-photon excitation using \( \lambda = 212.56 \) nm. Yellow and green regions are representative of the camera gate for write step and read step, respectively. Theory corresponds to Eq. 2.16.
the absence of ionization, we present a simple model using rate equation analysis. In the absence of ionization, the population of the excited state $5p[1/2]_0$, $N$, after the laser pulse, is governed by the differential equation,

$$\frac{dN}{dt} = -(A_{ij} + Q)N,$$  \hspace{1cm} (2.12)

where $A_{ij}$ is the Einstein coefficient for transition “J” in Fig. 2.6 and $Q$ is the quenching rate. Following Hsu et al. (2011), $Q$ is evaluated as,

$$Q = P(X_{N_2}q_{N_2} + X_{O_2}q_{O_2}),$$  \hspace{1cm} (2.13)

where $P$ is the mixture pressure, $X_{N_2}$ is the mole fraction of nitrogen, $X_{O_2}$ is the mole fraction of oxygen, $q_{N_2} = 6.5e6$ MHz/torr and $q_{O_2} = 25e6$ MHz/torr. This quenching data is for the $5p[3/2]_2$ state, but it is used here for the $5p[1/2]_0$ state due to lack of readily available data. The solution of the differential equation Eq. 2.12 is,

$$N = N_0 \exp(-(A_{ij} + Q)t),$$  \hspace{1cm} (2.14)

where $N_0$ is a constant depending on the initial condition. The camera signal, $F$, at time $t$ after the pulse, is then (Eckbreth, 1996),

$$F = \int_t^{t+\Delta t} NA_{ij} \, dt + n,$$  \hspace{1cm} (2.15)

where $\Delta t$ is the camera gate time and $n$ is the noise level in the image. Carrying out the integration gives,

$$F = (F_0 - n) \exp(-R(t - t_0)) + n,$$  \hspace{1cm} (2.16)
where $F_0$ is the initial signal at $t = t_0$ and $R = A_{ij} + Q$. This theoretical result along with the actual camera signals is shown in Fig. 2.10 for both 75% N$_2$/20% O$_2$/5% Kr and 99% N$_2$/1% Kr gas mixtures. The initial condition for the theory is the signal count at the end of the pulse. The experiment and theory are in reasonable agreement up to 20 ns after the laser pulse, after which the theory predicts the signal drops off quickly. However, the ionization extends the lifetime of the signal through the deionization process. Therefore, REMPI is crucial in the implementation of scheme 4. From the emission spectra (Fig. 2.7) and the time-resolved fluorescence results (Fig. 2.10), we conclude that the lifetime of the fluorescence signal is extended because the write-laser pulse is intense enough to partially ionize the Kr, and the deionization process is slow enough to enable a single-laser KTV technique.

The effects of pressure and mixture composition on the fluorescence signal following two-photon excitation at $\lambda = 212.56$ nm are shown as Fig. 2.11. Note that, at the same pressure, the signal in 75% N$_2$/20% O$_2$/5% Kr is higher in the beginning. This is because of the extra krypton (5% vs 1%) used in the 75% N$_2$/20% O$_2$/5% Kr mixture. However, the advantageous effect of the extra krypton is counteracted by the quenching due to O$_2$, which is higher than that of N$_2$ (Hsu et al., 2011). The result of these two competing effects is that the initially higher signal in 75% N$_2$/20% O$_2$/5% Kr decays to a lower value than the signal in 99% N$_2$/1% Kr after a certain time, as can be seen when curves of the same pressure in Fig. 2.11 cross. At 1 torr, the signal in 75% N$_2$/20% O$_2$/5% Kr is higher throughout the time span shown, indicating that the extra krypton is the more dominant effect. However, at 5 torr and above, the signal in 75% N$_2$/20% O$_2$/5% Kr at certain points dips below the signal in N$_2$, and this crossing point happens earlier with increasing pressure. This same behavior is present when considering the variation of signal with pressure. In
the same gas mixture, the signal is initially higher at higher pressures, but at certain points the higher-pressure signal decays to lower values than the signal at a lower pressure. For example, in 99% N\textsubscript{2}/1% Kr, the signal at 50 torr is higher than the signal at 10 torr initially, however, the two curves cross at 150 ns, after which the signal at 100 torr is less. This is also because of the competing effects of increased krypton concentration and increased quenching that accompany higher pressures. Up to certain pressures (10 torr in 99% N\textsubscript{2}/1% Kr and 5 torr in 75% N\textsubscript{2}/20% O\textsubscript{2}/5% Kr) the effect of increasing pressure is to increase the signal because of the higher concentration of krypton, whose effect is more dominant than that of the additional quenching. However, after that point the curves of higher pressures dip below the lower pressure signal due to quenching becoming the more dominant effect.

![Fluorescence curves for 99% N\textsubscript{2}/1% Kr and 75% N\textsubscript{2}/20% O\textsubscript{2}/5% Kr at various pressures for (2+1) REMPI process using $\lambda = 212.6$ nm excitation. Yellow and green regions are representative of the camera gate for write step and read step, respectively.](image)

Figure 2.11: Fluorescence curves for 99% N\textsubscript{2}/1% Kr and 75% N\textsubscript{2}/20% O\textsubscript{2}/5% Kr at various pressures for (2+1) REMPI process using $\lambda = 212.6$ nm excitation. Yellow and green regions are representative of the camera gate for write step and read step, respectively.
Next, we consider the fluorescence following (2+1) REMPI at $\lambda = 214.7$ nm. Fig. 2.12 shows the fluorescence signal in both 99% N$_2$/1% Kr and 75% N$_2$/20% O$_2$/5% Kr mixtures with the same experimental setup as the $\lambda = 212.56$ nm experiments in Fig. 2.10. For the theoretical model (Eq. 2.16) of the fluorescence, the excited state considered was the $5p[3/2]_2$ level, $A_{ij}$ was the sum of the Einstein coefficients for transitions B and C in Fig. 2.1, and the value of $Q$ used was the same as the one used for the $\lambda = 212.56$ nm model. From Fig. 2.12, the conclusions made from Fig. 2.10 apply, namely that the lifetime of the fluorescence signal is extended because the write-laser pulse is intense enough to partially ionize the Kr, and the deionization process is slow enough to enable a single-laser KTV technique.

In Fig. 2.13, the variation of signal with time at various pressure in both 99%
Figure 2.13: Fluorescence curves for 99% N₂/1% Kr and 75% N₂/20% O₂/5% Kr at various pressures for (2+1) REMPI process using $\lambda = 214.7$ nm excitation. Yellow and green regions are representative of the camera gate for write step and read step, respectively.

N₂/1% Kr and 75% N₂/20% O₂/5% Kr gas mixtures is shown following (2+1) REMPI at $\lambda = 214.7$ nm. The same trends and phenomena observed in Fig. 2.11 are observed here. The difference is that the absolute value of the signal is lower following (2+1) REMPI at $\lambda = 214.7$ nm than it is at $\lambda = 212.56$ nm. An explanation for this could be the difference in the two-photon cross sections for the $5p[3/2]_2$ and $5p[1/2]_0$ levels, which are evaluated in the next section.

2.9 Cross-Section Calculations for Scheme 4

In this section, we estimate Kr two-photon cross sections to justify the choice of excitation wavelength for scheme 4, following the works of Lambropoulos (1976) and Khambatta et al. (1988, 1989). As the spectroscopic and fluorescence analy-
sis showed, (2+1) REMPI is present using two-photon excitation at \( \lambda = 212.56 \) nm and \( \lambda = 214.7 \) nm. However, we choose to use \( \lambda = 212.56 \) nm for scheme 4 when the ions are used as tagged tracer particles. This choice is supported by the fact that the resulting fluorescence from \( \lambda = 212.56 \) nm is higher than the fluorescence from \( \lambda = 214.7 \) nm (see section 2.8). This observation appears to have first been made by Richardson et al. (2017), where they observed an appreciable increase in the fluorescence signal when implementing Kr-PLIF, noting that they were likely not operating their laser in the ionization regime. To a first approximation, we assume that a larger two-photon cross-section will result in more effective REMPI, and thus yield a larger fluorescence signal for the single-laser scheme used in this work.

The two-photon excitation rate, \( W \), is proportional to the cross section, \( \sigma^{(2)} \), and the square of the photon flux, \( \Phi = I/(h\nu_L) \), and can be written as

\[
W = \sigma^{(2)}\Phi^2. \tag{2.17}
\]

Clearly, an increase in cross section would increase the number of atoms in the higher energy state that can then be ionized with an additional photon. Plank’s constant, the incident laser intensity, and the incident laser frequency are \( h, I, \) and \( \nu_L \), respectively. Following Lambropoulos (1976), the two-photon cross section can be calculated as

\[
\sigma^{(2)} = (2\pi)^3\alpha^2\omega_L^2g(2\omega_L)|M_{fg}|^2, \tag{2.18}
\]

where \( \alpha \) is the fine structure constant and \( \omega_L \) is the laser angular frequency. The line-shape function for two-photon excitation, \( g(2\omega_L) \), is written on resonance as

\[
g(2\omega_L = \omega_T) = \frac{2\sqrt{\ln(2)/\pi}}{\sqrt{2(\Delta\omega_L)^2 + (\Delta\omega_T)^2}}, \tag{2.19}
\]
assuming the transition (Doppler broadened) and laser linewidths are Gaussians, and the full-width at half-maxima are $\Delta \omega_L$ and $\Delta \omega_T$ for the laser and transition, respectively.

The term $M_{fg}$ represents the sum of the contributions to the two-photon cross section by individual channels with a ground state $g$, an intermediate state $i$, and a final state $f$. Following Lambropoulos (1976), $M_{fg}$ may be written as

$$M_{fg} = \sum_i \frac{<f| \rho^\lambda|i> <i| \rho^\lambda|g>}{\omega_i - \omega_g - \omega_L}, \quad (2.20)$$

where the sum is over all possible intermediate states. Here, $<i| \rho^\lambda|g>$ represents the matrix element for the transition from the ground state to the intermediate state, and similarly, $<f| \rho^\lambda|i>$ represents the matrix element for the transition from the intermediate state to the final state. Following Khambatta et al. (1988, 1989), the matrix elements are calculated for linearly polarized light as

$$|<i| \rho^\lambda|g>|^2 = (2J_i + 1) \begin{pmatrix} J_i & 1 & J_g \\ -M_i & 0 & M_g \end{pmatrix}^2 \frac{3\hbar c_0^3 e_0 A_{ig}}{2\epsilon^2 \omega_{ig}^3}, \quad (2.21)$$

and

$$|<f| \rho^\lambda|i>|^2 = (2J_f + 1) \begin{pmatrix} J_f & 1 & J_i \\ -M_f & 0 & M_i \end{pmatrix}^2 \frac{3\hbar c_0^3 e_0 A_{fi}}{2\epsilon^2 \omega_{fi}^3}. \quad (2.22)$$

Here, $J$ and $M$ are the angular momentum and magnetic quantum numbers, respectively. The squared quantity in parentheses is the Wigner 3-j symbol. The physical
Table 2.8: Atomic data for transition from ground state to intermediate state. $W_{gi}$ represents the Wigner 3-j symbols for the ground to intermediate transition.

<table>
<thead>
<tr>
<th>Intermediate Level $(-)$</th>
<th>$\lambda_{gi}$ (nm)</th>
<th>$J_g$ (-)</th>
<th>$J_i$ (-)</th>
<th>$A_{ig}$ (s$^{-1}$)</th>
<th>$\omega_{ig}$ (s$^{-1}$)</th>
<th>$W_{ig}$ (-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5s[3/2]$^0_1$</td>
<td>123.58</td>
<td>0</td>
<td>1</td>
<td>2.98e8</td>
<td>1.524e16</td>
<td>$-\sqrt{1/3}$</td>
</tr>
</tbody>
</table>

Constants $h$, $c_0$, $\epsilon_0$, and $e$ are Planck’s constant, speed of light in a vacuum, permittivity of free space, and electron charge, respectively. Finally, $A$ and $\omega$ are the Einstein coefficient and angular frequency of the transitions, respectively. This formulation gives the matrix elements in Eqs. 2.21 and 2.22 in units of m$^2$, assuming all physical constants are in meters-kilograms-seconds. We note that the results in Eqs. 2.21 and 2.22 are equivalent to those in Khambatta et al. (1989) Section IV, Eq. 6, although their units are different.

In this work, the single-path approximation of Khambatta et al. (1988) is used, where the summation over all intermediate states in Eq. 2.20 is reduced to a single term by considering only the resonance state, 5s[3/2]$^0_1$, as the intermediate. Table 2.9 shows the two-photon cross sections for the 5p[1/2]$^0_0$ and 5p[3/2]$^2_2$ energy levels of krypton, corresponding to two-photon excitation using $\lambda = 212.6$ nm and $\lambda = 214.7$ nm, along with the corresponding atomic data used in the calculation. Furthermore, the magnetic quantum numbers are $M_g = M_i = M_f = 0$ for both energy levels because the laser is linearly polarized (Bokor et al., 1980), and $\Delta \omega_L = 8.48e9$ rad/s.

Our calculations indicate that the 5p[1/2]$^0_0$ level has a larger two-photon cross-section than the 5p[3/2]$^2_2$ level. This cross-section calculation, along with observations in our lab and others (Richardson et al., 2017), justifies the use of the 212.6 nm excitation wavelength for the single-laser scheme in this work via efficient (2+1) REMPI.
Table 2.9: Two-Photon cross sections and relevant atomic data. $W_{if}$ represents the Wigner 3-j symbols for the intermediate to final transition.

<table>
<thead>
<tr>
<th>Level</th>
<th>$\lambda$ (nm)</th>
<th>$\lambda_{fi}$ (nm)</th>
<th>$\Delta \omega_T$ s$^{-1}$</th>
<th>$g(\omega_T)$ s$^{-1}$</th>
<th>$J_f$ (-)</th>
<th>$A_{fi}$ (s$^{-1}$)</th>
<th>$\omega_{fi}$ (s$^{-1}$)</th>
<th>$W_{fi}$ (-)</th>
<th>$\sigma^{(2)}$ (cm$^4$ s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5p[1/2]_0$</td>
<td>212.6</td>
<td>758.7</td>
<td>2.4e10</td>
<td>5.5e-11</td>
<td>0</td>
<td>4.3e7</td>
<td>2.5e15</td>
<td>$-\sqrt{1/3}$</td>
<td>6.0e-46</td>
</tr>
<tr>
<td>$5p[3/2]_2$</td>
<td>214.7</td>
<td>819.0</td>
<td>2.4e10</td>
<td>5.6e-11</td>
<td>2</td>
<td>8.9e6</td>
<td>2.3e15</td>
<td>$\sqrt{2/15}$</td>
<td>3.2e-46</td>
</tr>
</tbody>
</table>

2.10 Data Reduction

In this section, two data reduction algorithms are presented to analyze one-dimensional and two-dimensional KTV images. The one-dimensional technique involves finding the center of the fluorescence lines in the write and read images and then diving the displacement by the time delay to get the velocity. The two-dimensional version is similar but involves locating the intersection points of the fluorescence lines and then using their vertical and horizontal displacements to calculate both velocity components.

2.10.1 One-Dimensional Data Reduction Algorithm

The one-dimensional fluorescence images are reduced in the following steps.

1. Crop the image to an appropriate field of view.

2. Apply a two-dimensional Wiener adaptive-noise removal filter.

3. Convert the images to double precision numbers and normalize the intensity to fall in the range of 0-1.

4. Apply the Gaussian peak finding algorithm from O’Haver (1997) to find the line centers for the top row using the read lines in the top row of each image as an initial guess. This is simple to do in the approximately steady freestream.
The Gaussian distribution is of the form,

\[ y = a_1 \exp \left( -\frac{x - b_1}{c} \right)^2, \]  

(2.23)

where \( b \) denotes the location of the peak (also the center of the line), \( a \) is the amplitude of the peak and \( c \) is the peak width.

5. Proceeding from the top-down, apply the Gaussian peak finding algorithm from O’Haver (1997) to find the line centers for each row using the line center location immediately above as the guess.

An example of the Gaussian fits is shown in Fig. 2.14 for a pair of write and read images. Other distributions, such as the Lorentzian, can also be used to determine the location of the peak in each row of the image. A comparison is presented in Fig. 2.15 which shows that the differences in the results are negligible in the experiments considered in this work.

![Figure 2.14: Fluorescence exposures. Gaussian fits shown in red. (a) Write image. (b) Read image. Major tick marks denote 10 mm.](image)
Figure 2.15: Comparison of the Gaussian, Lorentzian, and Logistic distributions against the KTV data recorded in this work.

Error bars for the one-dimensional KTV measurements are calculated as

$$\bar{U}_{KTV} = \left[ \left( \Delta x \frac{\partial U}{\partial \Delta x} \right)^2 + \left( \Delta t \frac{\partial U}{\partial \Delta t} \right)^2 + \left( v'_{RMS} \frac{\partial U}{\partial y} \Delta t \right)^2 \right]^{\frac{1}{2}}, \quad (2.24)$$

where uncertainty estimates of a variable are indicated with a tilde. $\Delta x$ is the uncertainty in the measured displacement distance and $\Delta t$ is the uncertainty in time, primarily due to fluorescence blurring as considered in Bathel et al. (2011). The third term in Eq. 2.24 is uncertainty in streamwise velocity due to spanwise fluctuations in the $xy$-plane. This formulation is taken from Hill and Klewicki (1996) and Bathel et al. (2011).

### 2.10.2 Two-Dimensional Data Reduction Algorithm

The goal of the KTV-2D data reduction algorithm is to find the intersections in the grids located in the write and read images. The absolute locations of the intersec-
tions in the write image relative to the wall are found using a non-linear regression algorithm. Then, the displacements of the intersections in the read images relative to the write images are found using a spatial correlation algorithm. The changes in the x and y coordinates of the intersections, divided by the time then give the $u$ and $v$ components of velocity. The algorithm is different for the write and read images. The locations of the intersections in the write image are found independently, whereas the locations of the intersections in the read images are found by correlating them with their respective windowed write images. The write image is analyzed as follows:

1. Gaussian fitting: Loop through each row in the image and use a Gaussian model to determine the location of the peaks as shown in Fig. 2.16.

![Figure 2.16: Fluorescence exposures of (a) Original image and (b) write image with Gaussian fits in red. False positives picked up by Gaussian fit appear as disconnected red noise in the image.](image)

2. Hough Transform: Apply the Hough transform (similar to the procedure in Sánchez-González et al. (2015)) to the Gaussian fits of the write image to locate the lines. Once the equations of the lines are known, their intersections are computed, and around each intersection a square window is drawn. These windows are called the source windows. This is shown in Fig. 2.17.
3. Non-linear regression of intersecting Gaussian lines: The steps above provide a rough estimate of the intersection locations. To get a more accurate result, a model using non-linear regression of intersecting Gaussian lines is applied to the part of the write image inside each source window. This approach is adopted from Ramsey and Pitz (2011). The function, \( F = F(x, y, a_1, a_2, c, \theta_1, \theta_2, x_c, y_c) = F(x, y, G) \) is defined as

\[
F(x, y, G) = a_1 \exp \left( -\frac{y - b_1}{c} \right)^2 + a_2 \exp \left( -\frac{y - b_2}{c} \right)^2, \tag{2.25}
\]

with \( G \) as the vector of fitted parameters. The pixel intensity peaks are given by \( a_1 \) and \( a_2 \), \( c \) is the width of the peak, and to form the lines, \( b_1 = \frac{y - y_c}{\tan \theta_1} + x_c \) and \( b_2 = \frac{y - y_c}{\tan \theta_2} + x_c \). The angles of the intersecting lines are \( \theta_1 \) and \( \theta_2 \), and \( x_c \) and \( y_c \) are the coordinates of the intersection point. The function \( F \) is used to minimize the quantity \( E \) against the image intensity in the source window, \( I = I(x, y) \), as

\[
E = \min_G \sum_{x,y} [F(x, y, G) - I(x, y)]^2. \tag{2.26}
\]
It is assumed that the optimum values of \( x_c \) and \( y_c \) give the locations of the intersections in the write image. Fig. 2.18 shows the source windows with the two best fit lines and the intersection locations.

![Source windows, best fit lines and intersection points of write image.](image)

Figure 2.18: Source windows, best fit lines and intersection points of write image.

To analyze the read images, the method proposed by Gendrich and Koochesfahani (1996) was implemented, which involves the use of a correlation function. It is performed in the following steps:

1. Roam Windows: Roam windows are created in the read image for each source window. These roam windows are centered around their corresponding write windows and their dimensions are large enough to contain the displaced intersection point. Fig. 2.19 shows one write and roam window pair.

2. Spatial Correlation: The spatial correlation function proposed by Gendrich and Koochesfahani (1996) is applied to each source/roam window pair in the write image and read image as

   \[
   K(p, q) = \frac{T_1 T_2 - \overline{T_1 T_2}}{\sigma_1 \sigma_2}.
   \]  

   \( (2.27) \)
Figure 2.19: (a) Write image with source window. (b) Read image with corresponding roam window

where \( T_1 T_2, T_1, T_2, \sigma_1 \) and \( \sigma_2 \) are given by,

\[
T_1 T_2 = \frac{\sum_{i,k} \sum_{j,l} I_1(i,j) I_2(k,l)}{MN}. \tag{2.28}
\]

\[
T_1 = \frac{\sum_{i,j} I_1(i,j)}{MN}. \tag{2.29}
\]

\[
T_2 = \frac{\sum_{k,l} I_2(k,l)}{MN}. \tag{2.30}
\]

\[
\sigma_1 = \sqrt{\frac{\sum_{i,j} (I_1(i,j) - T_1)^2}{MN}} \tag{2.31}
\]

\[
\sigma_2 = \sqrt{\frac{\sum_{k,l} (I_2(k,l) - T_2)^2}{MN}} \tag{2.32}
\]

Here, \( M \) and \( N \) are the dimensions of the source window (in this case equal, since square windows are used), \( i = [1, \ldots M] \), \( j = [1, \ldots N] \), \( k = [1 + p_{\text{max}} + p, \ldots M + p_{\text{max}} + p] \) and \( k = [1 + q_{\text{max}} + q, \ldots N + q_{\text{max}} + q] \). \( p_{\text{max}} \) and \( q_{\text{max}} \) represent half of the width and height of the roam window respectively. \( p \) takes on values from \(-p_{\text{max}} \) to \( p_{\text{max}} \) and similarly \( q \) takes on values from \(-q_{\text{max}} \) to
$q_{max}$. $I_1(i, j)$ is the intensity value of the pixel at indices $i$ and $j$ in the source window and similarly $I_2(k, l)$ represents the intensity value of the pixel located at indices $k$ and $l$ in the roam window.

3. Polynomial Fit: The location of the minimum in $K$ determines the location of the intersection in the read image relative to the intersection in the write image, accurate to a pixel. To get sub-pixel accuracy, a 5th order 2D polynomial is fitted to the correlation field; however, the entire field is not used, instead a 9x9 pixel region centered around the minimum is used. The location of the minimum value of this polynomial fit then determines the displacement of the intersection relative to its location in the write image. The correlation field and polynomial fit for a roam window are shown in Fig. 2.20.

Figure 2.20: (a) Correlation field $K(p, q)$. (b) Polynomial fit to correlation field and location of minimum (in red).

This algorithm takes roughly 90 minutes to reduce 600 images on a computer with 4 cores running in parallel. It is worthwhile to note that the method used to find the intersections in the write image can also be used to find the intersections in the read image. However, in the preliminary KTV-2D work considered here, it was observed that the correlation method gave a qualitatively better result. Further refinement is
required to use the write image algorithm. This would be of interest as it would allow
for calculations of vorticity (if the laser lines are created orthogonal to each other)
since that algorithm gives values for $\theta_1$ and $\theta_2$, which can be used to find $d\theta_1/dt$ and
$d\theta_2/dt$. Another reason why the spatial correlation method was chosen is because
it is more general (Gendrich and Koochesfahani, 1996), in that, it can be used on
any image pattern within the source window (not necessarily an intersection of two
straight lines). Compared to this, the method used in the write step assumes that
the laser lines are straight and in the shape of an “X”, which may not always be true
in the read image. It may be possible to define functions similar to Eq. 2.25 that
would fit various curves to the read image (instead of straight lines), but this is more
complicated, and the correlation method is preferable as it requires no adjustment
for different laser patterns.
Chapter 3

Hypersonic Underexpanded Jet

3.1 Introduction

In this chapter, the experiments in the underexpanded jet using KTV schemes 3 and 4 are presented. Parziale et al. (2015b) used this same jet for work on schemes 1 and 2. The goal of these experiments was to assess the utility of these relatively simple KTV schemes. The simplicity of KTV schemes 3 and 4 lies in the use of only one dye laser and in the case of scheme 3, an additional laser diode. The lack of a second dye laser for the read step greatly reduces the costs and complexity of the setup associated with the experiments. The underexpanded jet is a well understood canonical problem in gas dynamics with documented solutions, and, as such, is a good candidate for verifying experimental techniques, as in Mustafa and Parziale (2018).

Experiments were carried out in both 99%N\textsubscript{2}/1%Kr and 75%N\textsubscript{2}/20%O\textsubscript{2}/5%Kr gas mixtures. In the forthcoming sections, we present an overview of the experimental and laser setup and run conditions. Following these, results are presented in the form of fluorescence exposures, signal count variation and derived velocity measurements, from which we highlight the differences between the implementations of schemes 3 and 4.

3.2 Schematic

The jet had an orifice diameter ($D_j$) of 2 mm and was created by exhausting the gas mixture into a test chamber maintained at 5 torr, as shown in Fig. 3.1. A gas pressure regulator was used to control the effective plenum pressure of the underexpanded jet,
and a high-speed solenoid was used to pulse the jet for 20 ms, beginning 15 ms prior to the write laser pulse (jet flow establishment time is estimated to be 5 ms (Smith, 1966)).

### 3.3 Run Conditions

Two mixtures were used in this work: 99%N\textsubscript{2}/1%Kr and 75%N\textsubscript{2}/20%O\textsubscript{2}/5%Kr (K-bottles from Praxair). To assess the effect of Kr doping on the flow properties, an empirical fit was used to calculate the Mach number (Crist et al., 1966) and the transport properties were calculated using Cantera (Goodwin, 2003). The properties at $x/D_j = 2$ are presented in Table 3.1, for the location $x/D_j = 2$.

#### Table 3.1: Conditions of the underexpanded jet at $x/D_j = 2$.

<table>
<thead>
<tr>
<th>Gas composition (mole fraction)</th>
<th>$M_j$</th>
<th>$Re_{j}^{\text{unit}}$</th>
<th>$\gamma$</th>
<th>$P_j$ (Pa)</th>
<th>$T_j$ (K)</th>
<th>$\rho_j$ (g/m\textsuperscript{3})</th>
</tr>
</thead>
<tbody>
<tr>
<td>.99N\textsubscript{2}/.01Kr</td>
<td>5.01</td>
<td>8.84e6</td>
<td>1.40</td>
<td>379</td>
<td>48.9</td>
<td>26.6</td>
</tr>
<tr>
<td>.75N\textsubscript{2}/.20O\textsubscript{2}/.05Kr</td>
<td>5.01</td>
<td>10.33e6</td>
<td>1.41</td>
<td>383</td>
<td>48.2</td>
<td>30.2</td>
</tr>
</tbody>
</table>
3.4 Laser Setup

The write-laser system was a frequency doubled Quanta Ray Pro-350 Nd:YAG laser and a frequency tripled Sirah PrecisionScan Dye Laser (DCM dye, DMSO solvent). The Nd:YAG laser pumped the dye laser with 500 mJ/pulse at a wavelength of 532 nm. The dye laser was tuned to output a 644.1 nm or 637.7 nm beam and frequency tripling (Sirah THU 205) of the dye-laser output resulted in a 214.7 nm or 212.6 nm beam with 5 mJ energy, 1350 MHz linewidth, 7 ns pulsewidth, at a repetition rate of 10 Hz. The write beam was focused to four narrow waists in the test section with a fused-silica, \( f = 100 \text{ mm} \) micro-lens array. The beam fluence and spectral intensity at each beam waist was approximately 54 J/cm\(^2\) and 5.6 W/(cm\(^2\) Hz).

The read laser (for scheme 3) was a single-frequency, continuous-wave laser diode (Photodigm-PH770DBR) with current and temperature monitored by a Thorlabs controller. The freespace output beam had \( \approx 80 \text{ mW} \) power at 769.7 nm wavelength and 1 MHz linewidth, which were monitored with a wavemeter (HighFinesse WS6). Optics were used to turn and focus the laser-diode output to a sheet of approximate dimensions 10 mm x 1 mm. The spectral intensity was approximately 160 W/(cm\(^2\) Hz). For context, the linewidth of transition E is \( \approx 500 \text{ MHz} \), so the laser diode bandwidth was sufficiently narrow.

The intensified camera used for all experiments was a Princeton Instruments PIMAX-4 (PM4-1024i-HR-FG-18-P46-CM) with a Nikon NIKKOR 24-85mm f/2.8-4D lens in “macro” mode and positioned approximately 200 mm from the write/read location. The gain was set to 100% with 2x2 pixel binning. For scheme 3, the camera gate was opened for 50 ns immediately following the write-laser pulse to capture the
819.0 nm (B) and 760.15 nm (C) transitions, and again after a prescribed delay, to capture the 830.0 nm (H) and 769.5 nm (G) transitions. For the second scheme, the camera gate was opened twice for 50 ns immediately following the write-laser pulse and again at a prescribed delay time to capture the 758.7 nm (J) transitions.

3.5 Fluorescence Exposures

In Fig. 3.2, we present single-shot KTV exposures for the 99% N<sub>2</sub>/1% Kr underexpanded jet for write/read delays from $\Delta t = 0$ to $\Delta t = 3000$ ns. The top four frames used KTV scheme 3: the write step performed by two-photon excitation at 214.7 nm and the read step done with the laser diode at 769.7 nm. The bottom four frames were performed with KTV scheme 4 with the two-photon excitation at 212.56 nm. These exposures are of similar SNR and similar write/read delay as the initial KTV experiments performed in N<sub>2</sub>/Kr underexpanded jets by Parziale et al. (2015b) where

![Fluorescence exposures for 99% N<sub>2</sub>/1% Kr jet experiments with KTV scheme 3 (laser diode) ((a), (b), (c) and (d)) and KTV scheme 4 ((e), (f), (g) and (h)). Tick marks are 1 mm. Flow is bottom to top. Inverted intensity scale.](image-url)
the read step was performed with a pulsed dye-laser.

In Fig. 3.3, we present the first KTV experiments in air as single-shot KTV exposures for the 95% air/5% Kr underexpanded jet for write/read delays from $\Delta t = 0$ to $\Delta t = 1000$ ns. The presence of O$_2$ requires the shorter write/read delay and larger doping fraction of Kr because O$_2$ effectively quenches the metastable state (Velazco et al., 1978) for the two-laser scheme and quenches the 758.74 nm transitions in the single-laser scheme.

![Figure 3.3: Fluorescence exposures for 95% air/5% Kr jet experiments with KTV scheme 3 (laser diode) ((a), (b) and (c)) and KTV scheme 4 ((d), (e) and (f)). Tick marks are 1 mm. Flow is bottom to top. Inverted intensity scale.](image)

3.6 Signal Comparison

The mean and standard deviation of the signal-to-noise ratio (SNR) for the middle two of the four tagged Kr lines (refer to Figs. 3.2 and 3.3) are computed for 25 experiments of each gas and write/read delay. The results are presented in Fig. 3.4 to compare the SNR and consistency of the two new read strategies. The SNR is
higher for KTV scheme 3 utilizing the two-photon excitation at 214.7 nm and re-
excitation at 769.7 nm via the laser diode. However, more consistent results (lower
standard deviation) are obtained via the single-laser KTV scheme 4 via two-photon
excitation at 212.56 nm and successive gating. SNR is important, but in super-
sonic turbulent flows, signal-count consistency increases the effectiveness of tagged-
line tracking algorithms dependent on initial line-location guesses (Mustafa et al.,
2019, Zahradka et al., 2016b).

![SNR vs. delay for underexpanded jet experiments](image)

Figure 3.4: Mean SNR vs. delay for underexpanded jet experiments. Error bars
represent the standard deviation of SNR.

### 3.7 Velocity Results

The measured velocity results for each case are presented in Fig. 3.5. Uncertainty is
treated using Eq. 2.24, with $\tilde{x}$ estimated as 25 microns and $\tilde{t}$ as 50 ns (camera
gate). The solid lines represent calculations of velocity from empirical fits for Mach
number (Crist et al., 1966). Note the slight difference in dimensional velocity in the
$N_2$ vs. air jet due to the slight change in local sound speed.
3.8 Conclusions

The purpose of the underexpanded jet experiments was to demonstrate the use of KTV schemes 3 and 4. These schemes significantly reduce the complexity and cost of the KTV technique and thus are attractive alternatives to schemes 1 and 2, which require two dye lasers. The experiments were performed in both 75% N₂/20% O₂/5% Kr and 99% N₂/1% Kr gas mixtures at unit Reynolds number on the order of 1e6 m⁻¹ and a Mach number of 5.

In summary, we demonstrated the utility of KTV schemes 3 and 4 in underexpanded jets. The experiments in the N₂ jet were of comparable SNR, write/read delay, and gas composition as the initial KTV experiments in the literature (Parziale et al., 2015b), where the read step was performed with a pulsed dye-laser. The experiments
performed in air were the first of their kind. Scheme 3 resulted in higher SNR, but scheme 4 yielded more consistent results in terms of signal count intensity.

The laser diode used for these experiments was a relatively low-powered (80 mW) single-frequency laser diode with a beam profile typical of such. Coupling this diode or similar to a tapered amplifier would yield a further increase in SNR (increased power) and also shot-to-shot consistency (increased beam-profile quality) in scheme 3. Refinement of scheme 3 is important, as it can potentially replace the pulsed dye laser used in the “read” step, which would greatly reduce cost, complexity and effort required.
Chapter 4

Supersonic Air and N₂ Boundary-Layer Flows Over a Hollow Cylinder in a Shock Tube

4.1 Introduction

To recreate high-speed flow conditions for experimental purposes, various facilities are used depending on the requirements (Lu and Marren, 2002). In this section, the focus will be on impulse facilities, some of which are able to reproduce total flow enthalpy for short periods of time (Hornung, 1993). These facilities, which include shock and expansion tunnels, reproduce the flow velocity which can be important for research into mixing (Belanger and Hornung, 1996), thermo-chemical/fluid-mechanic interactions (Adam and Hornung, 1997, Fujii and Hornung, 2003, Wen and Hornung, 1995), and boundary-layer instability (Parziale et al., 2013, 2014) and transition (Germain and Hornung, 1997, Jewell, 2014, Jewell et al., 2017).

Challenges with making measurements in these facilities include timing, and in the case of particle-based techniques, particle injection (Havermann et al., 2008). Particle-based applications of velocimetry in impulse facilities include the impulsively started flow over a cylinder in a shock tube (Wagner et al., 2018), shocked particle drag measurements (Martinez et al., 2015), and PIV in shock tunnels (Haertig et al., 2002). Tagging Velocimetry has also been applied in impulse facilities. Hydroxyl Tagging Velocimetry was used to make measurements behind the bow shock wave models in a shock tube (Perkins et al., 2011). Additionally, NO has been used as a tagging tracer to measure the freestream (Matos et al., 2018) and flow over test articles in reflected-shock tunnels (Danehy et al., 2003).
Given the popularity of impulse facilities in the study of high-speed flows, the goal of the experiments in the Stevens Shock Tube was to demonstrate the applicability of KTV in such facilities. KTV scheme 4 was used for this work and, as such, a second goal was to determine the parameter space over which this scheme could be used.

In this chapter, the results of the application of KTV scheme 4 to the quasi-steady flow behind the primary shock wave over a hollow cylinder are presented. We begin with a description of the facility, run conditions, and laser setup. Furthermore, a non-equilibrium model is presented to solve for the flow behind as normal shock, with the intention of highlighting how conditions at hypersonic conditions are evaluated. The results are compared to the similarity solutions and we present velocity profiles, signal variation with pressure and demonstrate the utility of off-surface measurements in detecting established flow.

4.2 Schematic

A schematic of the measurement location in the Stevens Shock Tube is shown in Fig. 4.1. Optical access was provided by three fused-silica windows near the end of the tube. The operation of the shock tube is initiated by a diaphragm-piercing mechanism, consisting of a solenoid and a plunger. Three pressure transducers (see Fig. 4.2) are installed along the length of the tube, the most downstream of which is at the measurement location (marked as “Pressure Transducer” in Fig. 4.1). There is also an additional port used to fill the driven section with gas mixtures. The experiments in this work were performed over a sectioned hollow cylinder with a sharp leading edge installed at the test location. Fig. 4.2 shows sample pressure traces from experiments in N₂ in both x-t and P-t space, indicating a useful test time
Figure 4.1: Schematic of test article in shock tube. (a) Front view. Flow direction is into the paper. (b) Isometric view.

Figure 4.2: Representative pressure traces for N$_2$ experiments. Data corresponds to shot 169 in Table 4.2. (a) $P$-$t$ space. (b) $x$-$t$ space.

of $\approx$ 1 ms.

The boundary-layer measurements were made on a sectioned, sharp-leading-edge hollow-cylinder. In place of a flat plate, the cylindrical geometry was chosen because the write-laser beam could be propagated tangentially to the test article. This effectively increased the resolution near the wall by stretching the boundary layer and also reduced the effects of laser ablation on the test article surface.

The write laser excited Kr atoms on a line approximately tangent to the cylin-
der, and the camera captured the projected image of the line and its displacement (sketch in Fig. 4.3(a)). The locations of tagged Kr atoms on this cylinder were mapped to corresponding wall-normal points over a flat plate to transform the curved-surface problem into a flat-plate problem for comparison to the similarity solution. The sketch in Fig. 4.3 is useful in the calculation of the mapped wall-normal location, $y$, as a function of the measurement distance $y_m$ (the quantity measured from camera images). The radius of the cylinder is $R_{cl}$, the angular offset from the true apogee, $O$, is $\theta_L$, and the wall location from the observed apogee, $O^*$, is $y_w$. The derivation of the mapping expression for $y$ from $y_m$ uses this geometry, beginning with the green and red triangles drawn in the sketch. From the green triangle, a relationship between $\theta$ and $\phi$ is obtained as

$$\sin(\theta + \phi) = \frac{R \sin(\theta) + y_w}{R}.\quad (4.1)$$

Solving Eq. 4.1 for $\phi$ gives,

$$\phi = \arcsin\left(\frac{R \sin(\theta) + y_w}{R}\right) - \theta.\quad (4.2)$$

To find the height of the red triangle, the distance $y_d$ is found via,

$$y_d = \tan(\theta)y_m.\quad (4.3)$$

Applying the Pythagorean Theorem to the red triangle yields the final expression for the wall-normal distance,

$$y = \sqrt{(R \cos(\theta + \phi) - y_d)^2 + (R \sin(\theta) + y_m + y_w)^2} - R.\quad (4.4)$$

Fig. 4.3(b) shows the effects of $y_w$ and $\theta$ on the mapping from $y_m$ to $y$. The field of view of the current camera setup allows for a maximum $y_m$ of approximately 20 mm.
Figure 4.3: (a) Geometry of the cylindrical surface (flow direction is out of the paper). (b) Effect of $\theta$ and $y_w$ on mapping.

It is observed that the effect of $\theta_L$ is miniscule until about $20^\circ$, but the effects of $y_w$ are significant. In these experiments $R_{cl} = 84$ mm (size 6 pipe), $y_w \approx 0 - 2$ mm, and $\theta_L \approx 0^\circ$.

4.3 Run Conditions

In these experiments, two gas mixtures were used in the driven section: 75% N$_2$/20% O$_2$/5% Kr to model air, and 99% N$_2$/1% Kr to model N$_2$. The driver gas in all cases was helium. The pressure ratio between the driver and driven sections was kept fixed at $P_4/P_1 = 380$, with both sections starting at room temperature, $T_4 = T_1 \approx 298$ K. This fixed the primary shock wave speed, which nominally fixed the post-shock-wave (state-2) temperature ($T_2$), velocity ($u_2$), and Mach number ($M_2$) with varying pressure ($P_2$) and density ($\rho_2$). This experimental design enabled a sweep of unit-Reynolds numbers from 1e5-1e6 m$^{-1}$ with nominally fixed temperature
and velocity. The run conditions are presented in Tables 4.1 and 4.2, calculated with Cantera (Goodwin, 2003) and the Shock and Detonation toolbox (Browne et al., 2006). The inputs for these calculations were the initial pressure, $P_1$, in the driven section (state 1), the primary shock wave speed (as measured by pressure transducers), and the gas composition.

Table 4.1: Experimental Conditions for 75% N$_2$/20% O$_2$/5% Kr driven gas mixture and helium as driver gas.

<table>
<thead>
<tr>
<th>Shot</th>
<th>$Re^{unit}_2$</th>
<th>$M_2$</th>
<th>$P_2$</th>
<th>$T_2$</th>
<th>$\rho_2$</th>
<th>$u_2$</th>
<th>$M_s$</th>
<th>$u_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>163</td>
<td>1.56e5</td>
<td>1.76</td>
<td>2.65</td>
<td>1410</td>
<td>0.007</td>
<td>1230</td>
<td>4.58</td>
<td>1520</td>
</tr>
<tr>
<td>162</td>
<td>3.80e5</td>
<td>1.74</td>
<td>6.30</td>
<td>1370</td>
<td>0.018</td>
<td>1200</td>
<td>4.47</td>
<td>1480</td>
</tr>
<tr>
<td>159</td>
<td>7.67e5</td>
<td>1.74</td>
<td>12.6</td>
<td>1370</td>
<td>0.035</td>
<td>1190</td>
<td>4.46</td>
<td>1480</td>
</tr>
<tr>
<td>157</td>
<td>1.15e6</td>
<td>1.74</td>
<td>19.0</td>
<td>1380</td>
<td>0.053</td>
<td>1200</td>
<td>4.48</td>
<td>1490</td>
</tr>
</tbody>
</table>

Table 4.2: Experimental Conditions for 99% N$_2$/1% Kr driven gas mixture and helium as driver gas.

<table>
<thead>
<tr>
<th>Shot</th>
<th>$Re^{unit}_2$</th>
<th>$M_2$</th>
<th>$P_2$</th>
<th>$T_2$</th>
<th>$\rho_2$</th>
<th>$u_2$</th>
<th>$M_s$</th>
<th>$u_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>165</td>
<td>3.90e5</td>
<td>1.72</td>
<td>6.01</td>
<td>1300</td>
<td>0.016</td>
<td>1220</td>
<td>4.37</td>
<td>1510</td>
</tr>
<tr>
<td>166</td>
<td>7.71e5</td>
<td>1.73</td>
<td>12.3</td>
<td>1340</td>
<td>0.031</td>
<td>1250</td>
<td>4.42</td>
<td>1550</td>
</tr>
<tr>
<td>168</td>
<td>1.15e6</td>
<td>1.73</td>
<td>18.2</td>
<td>1330</td>
<td>0.047</td>
<td>1250</td>
<td>4.39</td>
<td>1540</td>
</tr>
<tr>
<td>169</td>
<td>1.54e6</td>
<td>1.73</td>
<td>24.5</td>
<td>1340</td>
<td>0.063</td>
<td>1240</td>
<td>4.41</td>
<td>1540</td>
</tr>
</tbody>
</table>

4.4 Thermochemical Non-Equilibrium Model

Hypersonics is a particular categorization used to describe flows where the Mach number is greater than 5, as a rule of thumb. However, a more appropriate definition of hypersonic flow is a flow in which high-temperature effects are significant.
High-temperature effects include the presence of vibrational energy modes, chemical reactions and non-equilibrium phenomena. Under such conditions the assumption of constant specific heats breaks down and the solution requires modeling of the vibrational energy and chemical reaction rates.

In this section a model to predict the flow of \( \text{N}_2 \) through a normal shock is presented that accounts for thermochemical non-equilibrium effects. The purpose of this model is to highlight the complex nature of hypersonic flows and investigate how appropriate calculations for such conditions, as in Cantera (Goodwin, 2003) and the Shock and Detonation toolbox (Browne et al., 2006), are carried out.

Specifically, this model will account for vibrational energy and also the dissociation of \( \text{N}_2 \), given by the following chemical reaction,

\[
\text{N}_2 \leftrightarrow 2\text{N}. \quad (4.5)
\]

As such, we shall consider only two species, \( \text{N}_2 \) and \( \text{N} \) in the model. It should be noted that under certain conditions, the ionization of \( \text{N} \) also becomes important and must be accounted for as another chemical reaction and the presence of another species, \( \text{N}^+ \). However, for the purposes of this model we shall only consider the dissociation reaction in Eq. 4.5. Furthermore, the problem will be solved in the frame of reference of the shock, the change from the shock frame to the lab frame changes only the velocity, as the thermodynamic properties such as temperature and density are scalars and thus invariant to changes in reference frames.

A geometric sketch of the problem is given as Fig. 4.4. The shock is fixed at \( x = 0 \), where \( x \) is the coordinate normal to the shock. The flow conditions upstream of the shock are denoted by the subscript and superscript “1”. The downstream
conditions have no subscripts or superscripts. The goal of the model will be to solve for the downstream conditions as a function of \( x \), starting at \( x = 0 \).

The fundamental governing equations for the conditions downstream of the shock are the classical equations of mass, momentum and energy. Their full non-steady three dimensional forms, in the frame of reference of the moving shock wave, are given by,

\[
\frac{D\rho}{Dt} + \rho \nabla \cdot V = 0, \tag{4.6}
\]

\[
\frac{DV}{Dt} = -\frac{\nabla P}{\rho}, \tag{4.7}
\]

\[
\rho \frac{Dh_0}{Dt} = -\frac{\partial P}{\partial t}. \tag{4.8}
\]

Here, \( \rho \), \( V \), \( P \) and \( h_0 \) are the density, velocity, pressure and total enthalpy of the mixture. Since the flow is assumed to be steady and one-dimensional, \( \frac{D}{Dt} = u \frac{d}{dx} \) and the equations simplify to,

\[
u \frac{d\rho}{dx} + \rho \frac{du}{dx} = 0, \tag{4.9}
\]
\[ \rho u \frac{du}{dx} + \frac{dP}{dx} = 0, \quad (4.10) \]

and

\[ \frac{dh_0}{dx} = 0. \quad (4.11) \]

Here \( u \) is the \( x \) component of the velocity of the mixture. The ideal gas equation of state is introduced to remove pressure as a variable. It is given by,

\[ P = \rho RT, \quad (4.12) \]

where \( R \) and \( T \) are the specific gas constant and temperature of the mixture. Substituting the ideal gas equation into the momentum equation results in,

\[ \rho u \frac{du}{dx} + \rho R \frac{dT}{dx} + TR \frac{d\rho}{dx} + \rho T \frac{dR}{dx} = 0. \quad (4.13) \]

The enthalpy is calculated from statistical mechanics and is comprised of translational, rotational and vibrational terms for \( \text{N}_2 \), and only a translational term for \( \text{N} \). The individual enthalpies are given as,

\[ h_N = 2.5R_N T + h_f, \quad (4.14) \]

\[ h_{N_2} = 3.5R_{N_2} T + e_v. \quad (4.15) \]

Where \( R_N \) and \( R_{N_2} \) are the specific gas constants of \( \text{N} \) and \( \text{N}_2 \), respectively, \( h_f \) is the heat of formation at absolute 0 of \( \text{N} \) and \( e_v \) is the vibrational energy. The total enthalpy of the mixture, \( h_0 \), is then the sum of the enthalpy of \( \text{N} \) and \( \text{N}_2 \) and is given
by,

\[ h_0 = C_N (2.5R_N T + h_f) + C_{N_2} (3.5R_{N_2} T + e_v) + \frac{u^2}{2} \]  

(4.16)

Here \( C_N \) and \( C_{N_2} \) are the mass fractions of N and N\(_2\) respectively. Substituting Eqn. (4.16) and the fact that \( C_{N_2} = 1 - C_N \) into Eqn. (4.11) gives,

\[
\frac{dT}{dx} (2.5R_N C_N + 3.5R_{N_2}(1 - C_N)) + \frac{dC_N}{dx} (2.5R_N T - e_v - 3.5R_{N_2} T + h_f) + \\
(1 - C_N) \frac{de_v}{dx} + u \frac{du}{dx} = 0. 
\]  

(4.17)

The vibrational energy is modeled following Anderson (2011) as,

\[
\frac{de_v}{dx} = \frac{e_v^{eq} - e_v}{u\tau}. 
\]  

(4.18)

Where \( e_v^{eq} \) is the equilibrium vibrational energy and is given by,

\[
e_v^{eq} = \frac{\theta_v R_{N_2}}{\exp(\theta_v/T) - 1}. 
\]  

(4.19)

\( \tau \) is the vibrational relaxation time and is modeled following Millikan and White (1963) and Johnson (2000) as,

\[
\tau = \left( \frac{\rho_N/M_N}{\tau_{N_2}N} \right) + \left( \frac{\rho_{N_2}/M_{N_2}}{\tau_{N_2N_2}} \right). 
\]  

(4.20)

Here \( M_N \) and \( M_{N_2} \) are the molecular weights, \( \rho_N \) and \( \rho_{N_2} \) are the densities, which are given by \( \rho_N = C_N \rho \) and \( \rho_{N_2} = (1 - C_N) \rho \). \( \tau_{N_2N} \) and \( \tau_{N_2N_2} \) can be written
concisely as $\tau_{N_2r}$, where $r$ can be either $N_2$ or $N$. Then,

$$\tau_{N_2r} = \exp(A_{N_2r}T^{-1/3} + B_{N_2r})101325/P.$$  \hfill (4.21)

Where $A_{N_2r} = 0.00116\mu_{N_2r}\theta_v^{1/3}$, $B_{N_2r} = -0.015A_{N_2r}\mu_{N_2r}^{1/4} - 18.42$ and $\mu_{N_2r} = \frac{M_{N_2}M_r}{M_{N_2} + M_r}$. One more equation is needed to close the system, which is the chemical rate equation (Freeman, 1958) given by,

$$\frac{DC_N}{Dt} = C\rho T^\eta \left[(1 - C_N) \exp(-\theta_d/T) - \frac{\rho}{\rho_d}C_N^2\right].$$  \hfill (4.22)

Which simplifies to,

$$\frac{dC_N}{dx} = \frac{C\rho T^\eta}{u} \left[(1 - C_N) \exp(-\theta_d/T) - \frac{\rho}{\rho_d}C_N^2\right].$$  \hfill (4.23)

Here $C$ and $\eta$ are Arrhenius parameters and $\rho_d$ is a constant with units of density. The system is now closed and can be solved numerically. There are five governing equations to solve for $\rho$, $T$, $u$, $C_N$ and $e_v$ (Eqs. 4.9, 4.13, 4.17, 4.18 and 4.23). The values of all the relevant constants are given in Table 4.3

<table>
<thead>
<tr>
<th>$R_N$</th>
<th>$R_{N_2}$</th>
<th>$\theta_v$</th>
<th>$h_f$</th>
<th>$C$</th>
<th>$\eta$</th>
<th>$\rho_d$</th>
<th>$\theta_d$</th>
<th>$M_N$</th>
<th>$M_{N_2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Jkg$^{-1}$K$^{-1}$)</td>
<td>(Jkg$^{-1}$K$^{-1}$)</td>
<td>(K)</td>
<td>(kJkg$^{-1}$)</td>
<td>(T$^{-1}$kg$^{-1}$m$^3$)</td>
<td>(-)</td>
<td>(kgm$^{-3}$)</td>
<td>(K)</td>
<td>(gmol$^{-1}$)</td>
<td>(gmol$^{-1}$)</td>
</tr>
<tr>
<td>593.86</td>
<td>297</td>
<td>3340</td>
<td>33630</td>
<td>2.1e21</td>
<td>-2.5</td>
<td>130000</td>
<td>113200</td>
<td>14</td>
<td>28</td>
</tr>
</tbody>
</table>

To facilitate the numerical computation of the equations, the derivatives of the flow variables are written explicitly as,
\[
\frac{du}{dx} = \frac{C_{N_2}(-e^{eq}_v R + 3.5 J R_d R_{N_2} T \tau u + R e_v)}{R(2.5 C_N R_N + 3.5 C_{N_2} R_{N_2}) T \tau + (R - 2.5 C_N R_N - 3.5 C_{N_2} R_{N_2}) \tau u^2} + J \tau u (-h_f R + 2.5 (-R + C_N R_d) R_N T + R(3.5 R_{N_2} T + e_v)) \]
\[
\frac{dp}{dx} = \frac{\rho(C_{N_2}(-e^{eq}_v R + 3.5 J R_d R_{N_2} T \tau u + R e_v))}{(R(2.5 C_N R_N + 3.5 C_{N_2} R_{N_2}) T \tau u) + (-R + 2.5 C_N R_N + 3.5 C_{N_2} R_{N_2}) \tau u^3} + J \tau u (-h_f R + 2.5 (-R + C_N R_d) R_N T + R(3.5 R_{N_2} T + e_v)) \]
\[
\frac{dT}{dx} = \frac{C_{N_2}(RT - u^2)(e^{eq}_v - e_v)}{-(R(2.5 C_N R_N + 3.5 C_{N_2} R_{N_2}) T \tau u) + (-R + 2.5 C_N R_N + 3.5 C_{N_2} R_{N_2}) \tau u^3} + J \tau u (h_f (RT - u^2) + T(R_d u^2 + (2.5 R_N - 3.5 R_{N_2})(RT - u^2)) + (-RT + u^2)e_v) \]
\]
\[
\frac{de_v}{dx} = \frac{e^{eq}_v - e_v}{\tau u} \] (4.27)

and

\[
\frac{dC_N}{dx} = J \] (4.28)

Here \( R_d = R_N - R_{N_2} \) and \( J = \frac{C_d T_a}{u} \left[ (1 - C_N) \exp(-\theta_d/T) - \frac{\rho}{\rho_d} C_N^2 \right] \). These can be written concisely as \( \frac{du}{dx} = f_1(I), \frac{dp}{dx} = f_2(I), \frac{dT}{dx} = f_3(I), \frac{de_v}{dx} = f_4(I) \) and \( \frac{dC_N}{dx} = f_5(I) \) where \( I = [u, \rho, T, C_N, e_v] \). Note that \( R = C_N R_N + C_{N_2} R_{N_2} \).

Equations. 4.24, 4.25, 4.26, 4.27, and 4.28 are solved using a fourth order
Runge-Kutta method. This model can be used to solve for the flow given the properties upstream of the shock. The initial conditions (at \( x = 0 \)) for the solutions are the conditions immediately downstream of the shock wave. These conditions can be calculated using the standard normal-shock relations, which assume vibrationally and chemically frozen flow. This is because the shock wave is only a few mean free paths in thickness. The vibrational and chemical processes, governed by Eqs. 4.18 and 4.23, occur at a finite rate which depends on how frequently particles collide. The time spent by a particle in traversing the shock wave is much less than the timescale of the chemical and vibrational rate processes, as such, we can assume that through the shock wave no such processes occur. Once outside the shock wave, the timescale of the flow might not be sufficiently smaller than the timescale of the chemical and vibrational processes, hence the frozen flow assumption might not be valid and Eqs. 4.24, 4.25, 4.26, 4.27 and 4.28 must be solved.

The results of the model for the conditions \( P_1 = 100 \) torr, \( T_1 = 300 \) K and \( u_1 = 1100 \) m/s are shown in Fig. 4.5. In the plot, the variables are normalized by their frozen-flow values (also their initial conditions), denoted with the additional subscript “F”. The red, green, and purple solid dots denote the density, pressure, and temperature solutions, respectively, as computed from Cantera (Goodwin, 2003) and the Shock and Detonation toolbox (Browne et al., 2006), for thermal and chemical equilibrium. There is good agreement between the model developed in this section and the results from Cantera, the sight differences are negligible and can be attributed to the use of different values for the constants used in Table 4.3 and the fact that the Cantera calculations account for other reactions and species such as ionization and \( \text{N}^+ \). In this case it is observed that the equilibrium values of the flow properties are not significantly different from their frozen flow values. Furthermore, the equilibrium state
is reached \( \approx 100 \) m downstream of the shock. Hence at these conditions the classical frozen flow calculations are adequate for calculating the post-shock conditions. \( C_N \) is not shown because it is essentially 0. The results for this case are tabulated in Table 4.4 as simulation “A.”

The results of the model for the conditions \( P_1 = 100 \) torr, \( T_1 = 300 \) K and shock speed \( u_1 = 3000 \) m/s are shown in Fig. 4.6 along with the solutions form Cantera, as before. Agreement between this model and Cantera is good, the discrepancy can be again be attributed to the use of different constants. It is observed that the flow reaches its equilibrium state fairly quickly, \( \approx 1 \) mm downstream of the shock. Also the flow properties change significantly from their frozen flow values, up to 20% for density. This indicates that frozen flow calculations would be inaccurate in this case, since vibrational effects are significant at these conditions. \( C_N \) is again essentially 0

Figure 4.5: Conditions behind shock wave for simulation “A” in Table 4.4 with \( P_1 = 100 \) torr, \( T_1 = 300 \) K and \( u_1 = 1100 \) m/s. Red, green, and purple solid dots denote corresponding density, pressure, and temperature solutions, respectively, from Cantera and the Shock and Detonation Toolbox. Flow is left to right.
and it is not shown. The results for this case are tabulated in Table 4.4 as simulation “B.”

Shown in Fig. 4.7 is the solution for the conditions \( P_1 = 100 \text{ torr}, \ T_1 = 300 \text{ K} \) and shock speed \( u_s = 5000 \text{ m/s} \). The curve for \( C_N \) corresponds to the y axis on the right of the plot, the other flow properties correspond to the y axis on the left of the plot. In this case there is partial dissociation of the \( N_2 \) molecules, \( \approx 10\% \). There is good agreement between this model and the solutions from Cantera. Also, the changes from the frozen values of the flow properties are even more significant than in Fig. 4.6, up to 60\% for the density, temperature and velocity, since both vibrational and chemical effects are important. The results for this case are tabulated in Table 4.4 as simulation “C.” These results illustrate that more advanced models than the classical normal-shock relations, such as the one presented here, are required.

Figure 4.6: Conditions behind shock wave for simulation “B” in Table 4.4 with \( P_1 = 100 \text{ torr}, \ T_1 = 300 \text{ K} \) and \( u_1 = 3000 \text{ m/s} \). Red, green, and purple solid dots denote corresponding density, pressure, and temperature solutions, respectively, from Cantera and the Shock and Detonation Toolbox. Flow is left to right.
Figure 4.7: Conditions behind shock wave for simulation “C” in Table 4.4 with $P_1 = 100$ torr, $T_1 = 300$ K and $u_1 = 5000$ m/s. Red, green, purple and blue solid dots denote corresponding density, pressure, temperature and N mass fraction solutions, respectively, from Cantera and the Shock and Detonation Toolbox. Flow is left to right. Curve for $C_N$ corresponds to the y axis on the right, in blue. All other curves correspond to the y axis on the left, in black.

to accurately calculate the flow properties at hypersonic conditions.

Table 4.4: Frozen flow and equilibrium results for normal-shock model. Equilibrium values denoted by superscript “eq”. $P_1 = 100$ torr and $T_1 = 300$ K for all simulations.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>$u_1$ (ms$^{-1}$)</th>
<th>$u_2F$ (ms$^{-1}$)</th>
<th>$\rho_2F$ (kgm$^{-3}$)</th>
<th>$T_2F$ (K)</th>
<th>$P_2F$ (kPa)</th>
<th>$u_2eq$ (ms$^{-1}$)</th>
<th>$\rho_2eq$ (kgm$^{-3}$)</th>
<th>$T_2eq$ (K)</th>
<th>$P_2eq$ (Pa)</th>
<th>$C_Neq$ (-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1100</td>
<td>278</td>
<td>0.59</td>
<td>845</td>
<td>149</td>
<td>271</td>
<td>0.61</td>
<td>830</td>
<td>150</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>3000</td>
<td>535</td>
<td>0.84</td>
<td>4493</td>
<td>1120</td>
<td>441</td>
<td>1.02</td>
<td>3846</td>
<td>1162</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>5000</td>
<td>854</td>
<td>0.88</td>
<td>11976</td>
<td>3116</td>
<td>519</td>
<td>1.44</td>
<td>7137</td>
<td>3366</td>
<td>0.10</td>
</tr>
</tbody>
</table>

4.5 Laser Setup

The laser setup in this work was considerably simpler than that of other KTV techniques. The write-laser system was a frequency doubled Quanta Ray Pro-350 Nd:YAG laser and a frequency tripled Sirah PrecisionScan Dye Laser (DCM dye, DMSO sol-
vent). The Nd:YAG laser pumps the dye laser with 1000 mJ/pulse at a wavelength of 532 nm. The dye laser is tuned to output a 637.7 nm beam, and frequency tripling (Sirah THU 205) of the dye-laser output results in a 212.6 nm beam, with 10 mJ energy, 1350 MHz linewidth, and 7 ns pulse width at a repetition rate of 10 Hz. The write beam was focused into the test section with a 200 mm focal-length, fused-silica lens. The beam fluence and spectral intensity at the waist were $4.3 \times 10^3$ J/cm$^2$ and $4.6 \times 10^3$ W/(cm$^2$ Hz), respectively. Additionally, we will present data with sufficient SNR 15 mm away from the focal point where the beam fluence and spectral intensity were $3.1 \times 10^3$ J/cm$^2$ and $3.3 \times 10^3$ W/(cm$^2$ Hz), respectively. We note here that the fluences and intensities are significantly higher than those in past KTV experiments with a two-laser setup.

The intensified CCD camera used for all experiments was a Princeton Instruments PIMAX-4 (PM4-1024i-HR-FG-18-P46-CM) with the Dual Image Feature (DIF) enabled. The lens used was a Nikon NIKKOR 24-85mm f/2.8-4D in “macro” mode that was positioned approximately 150 mm from the write/read location. The camera gate opens twice: first, for 5 ns immediately following the write-laser pulse; and, second, at a prescribed delay time of 500 ns for 50 ns to capture the residual fluorescence. The relative differences in gate width were chosen to address write/read ghosting issues while using the DIF with a short interframe delay. That is, the write image intensity was high and bleeding into the read image for longer values of write-image gate-width. The “phosphor decay time” of the P46 phosphor screen proved to be appropriate in this application. The specified ghosting value for a 500 ns interframe delay is 10%.

The timing of the experiment was designed to keep the laser at operating temperature. As Fig. 4.8 shows, the laser and shock tube were controlled via pulse
delay generators (PDG) and signal-conditioners/amplifiers (used for signal addition and inversion). The diaphragm rupture timing was set to a delay after the write-laser flashlamp pulse following experiment activation. The delay was chosen such that the laser and camera can be triggered upon arrival of the primary shock wave at the pressure transducer marked as “Pressure Transducer” in Fig. 4.1. This timing scheme kept the laser system on 8-12 Hz operation, which is close enough to specification for proper laser operation. In this setup, the laser timing dictates the shock tube timing, which was practical for developmental purposes in the lab. However, this timing strategy might not work in larger-scale shock tubes and tunnels, where there may be a 1-2 second delay between experiment initiation and the rupture of the primary diaphragm. With a conventional 10 Hz Nd:YAG/Dye-laser setup like the one used in this work, less laser power would be available if a delay on the order of 1 second was introduced into this timing scheme.

Figure 4.8: Laser setup and timing for Stevens Shock Tube.
4.6 Compressible Boundary-Layer Theory

In this section the compressible laminar boundary-layer theory is presented, which will be compared to the KTV derived velocity profiles. The compressible laminar boundary-layer equations for mass, streamwise momentum, and energy over a flat plate are (White, 2006)

\[
\frac{\partial (\rho u)}{\partial x} + \frac{\partial (\rho v)}{\partial y} = 0, \tag{4.29}
\]

\[
\rho u \frac{\partial u}{\partial x} + \rho v \frac{\partial v}{\partial y} = -\frac{dP}{dx} + \frac{\partial}{\partial y} \left( \mu \frac{\partial u}{\partial y} \right), \tag{4.30}
\]

and

\[
\rho u \frac{\partial h}{\partial x} + \rho v \frac{\partial h}{\partial y} = u \frac{dP}{dx} + \frac{\partial}{\partial y} \left( k \frac{\partial T}{\partial x} \right) + \mu \left( \frac{\partial u}{\partial y} \right)^2. \tag{4.31}
\]

Here \( u \) is the streamwise velocity, \( v \) is the wall-normal velocity, \( \rho \) is the density, \( P \) the pressure, \( \mu \) is the viscosity, \( h \) is the enthalpy \( T \) is the temperature, and \( k \) is the thermal conductivity. The subscript 2 will be used to denote the freestream conditions in the boundary layer behind the normal shock, which are equivalent to the freestream post-shock conditions. Two new variables are defined as,

\[
\xi = \int_0^x \rho_2 u_2 \mu_2 dx, \tag{4.32}
\]

and

\[
\eta = \frac{u_2}{\sqrt{2\xi}} \int_0^y \rho dy. \tag{4.33}
\]
The goal is to write the boundary-layer equations in terms of $\xi$ and $\eta$ and find similarity solutions in terms of $\eta$ only by enforcing the resulting equations to be independent of $\xi$. To this, end it is convenient to define the stream function, $\psi$, $u$, and $g$ as the following functions,

$$\psi = \int \rho u dy = G(\xi) f(\eta), \quad (4.34)$$

$$u(\xi, \eta) = u_2(\xi) f'(\eta), \quad (4.35)$$

and

$$g(\xi, \eta) = \frac{h}{h_2(\xi)}. \quad (4.36)$$

Writing the boundary layer equations in terms of $\psi$, transforming the derivatives in terms of $\xi$ and $\eta$, using the functional forms of $u$ and $g$ given by Eqs. 4.35 and 4.36, and noting that for a flat plate $dP/dx = 0$, gives the following equations after enforcing that they be independent of $\xi$,

$$(Cf'')' + ff'' = 0, \quad (4.37)$$

and

$$(Cg')' + Pr fg' = -Pr C (\gamma - 1) M_2^2 f''^2. \quad (4.38)$$

Here, $g = \rho_2/\rho = T/T_2$ for a calorically perfect gas, $C = \rho \mu/\rho_2 \mu_2$, $(\gamma - 1) M_2^2 = u_2^2/h_2 = u_2^2/c_p T_2$, where $c_p$ is the specific heat at constant pressure, and the derivatives are with respect to the similarity variable $\eta$. Following Kuehl (2018), $C$ is evaluated using Sutherland’s Law as,

$$C = \frac{C_0 \sqrt{T_2}}{\mu_2} \frac{\sqrt{g}}{g + (S/T_2)} = C_0 \frac{\sqrt{g}}{g + C_1}, \quad (4.39)$$
Table 4.5: Constants for Sutherland’s Viscosity Law.

<table>
<thead>
<tr>
<th>Gas</th>
<th>$C_\mu$ (Pa s K$^{1/2}$)</th>
<th>$S$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air</td>
<td>1.458e-6</td>
<td>110.4</td>
</tr>
<tr>
<td>$N_2$</td>
<td>1.407e-6</td>
<td>111</td>
</tr>
</tbody>
</table>

where $C_\mu$ and $S$ are given in Table 4.5.

With this formulation equations 4.37 and 4.38 become,

$$f''' = \frac{g'f''}{g + C_1} - \frac{g'f''}{2g} - \frac{ff''(g + C_1)}{C_0\sqrt{g}},$$

(4.40)

and

$$g'' = \frac{g'^2}{g + C_1} - \frac{g'^2}{2g} - Pr(\gamma - 1)M_2^2f'' - \frac{Prfg'(g + C_1)}{C_0\sqrt{g}}.$$  

(4.41)

The boundary conditions are $f(\eta = 0) = f'(\eta = 0) = 0$, $g(\eta = 0) = T_w/T_2$, and $f'(\eta \to \infty) = g(\eta \to \infty) = 1$. The KTV measurements were made at $x = 0.043 \pm 0.003$ m from the leading edge. Fig. 4.9 shows representative temperature, density and velocity profiles calculated using the similarity solution for the conditions in shot 169 in Table 4.2.

Figure 4.9: Representative temperature, density and velocity profiles calculated from similarity solution. Conditions correspond to shot 169 in Table 4.2.
4.7 Results in Air and N\textsubscript{2}

Error bars for these experiments were calculated using Eq. 2.24. \( \Delta x \) is estimated as 12 microns, using the 95\% confidence bound on the write and read locations from the Gaussian fits. \( \Delta t \) is estimated to be the camera gate width, 50 ns, causing fluorescence blurring as considered in Bathel et al. \textit{(2011)}. For the third term in Eq. 2.24, the wall-normal fluctuations, \( (v'_{\text{RMS}}) \), are conservatively estimated to be 10\% of the edge velocity.

In this section, single-shot KTV measurements and similarity-solution calculations are presented and discussed for the Kr-doped air and N\textsubscript{2} experiments. In Figs. 4.10 and 4.11, we present results for each case at four unit Reynolds numbers, increasing top to bottom, with three plots in one box for each experiment. Corresponding flow conditions are listed in Tables 4.1 and 4.2. For each experiment, the plots on the left are the superposed, unmapped “write” and “read” KTV images, both of which were intensity normalized prior to superposition. The field-of-view of KTV measurements in these figures is \( \approx 20 \text{ mm} \). The plots in the center for each case are the superposed, mapped (cylinder to a flat plate) “write” and “read” KTV images, both of which were intensity normalized prior to superposition. For each case, the plots on the right show the similarity solution in blue, and the KTV velocity profile in black with error bars in red.

The agreement between the KTV derived velocity profiles and the similarity solutions is excellent in Figs. 4.10 and 4.11. Furthermore, since the edge Mach number is constant by design, we observe that the boundary-layer thickness reduces with increasing Reynolds number; this follows the typical scaling of compressible-boundary-layer thickness as \( \delta \propto M^2/\sqrt{Re} \) \textit{(White, 2006)}. 
Figure 4.10: Results for KTV experiments in 75% N₂/20% O₂/5% Kr. From top: \(Re_{2}^{\text{unit}} = 1.55e5 \text{ m}^{-1}\) (shot 163), \(Re_{2}^{\text{unit}} = 3.80e5 \text{ m}^{-1}\) (shot 162), \(Re_{2}^{\text{unit}} = 7.63e5 \text{ m}^{-1}\) (shot 159), and \(Re_{2}^{\text{unit}} = 1.15e6 \text{ m}^{-1}\) (shot 157). Left: Superposition of raw write and read KTV images (inverted intensity scale). Center: Superposition of write and read images mapped from \(y_{m}\) to \(y\) (inverted intensity scale). Right: Similarity solution in blue and KTV derived velocity profile in black with error bars in red.
Figure 4.11: Results for KTV experiments in 99% N$_2$/1% F. From top: $Re_{2}^{\text{unit}} = 3.88e5$ m$^{-1}$ (shot 165), $Re_{2}^{\text{unit}} = 7.68e5$ m$^{-1}$ (shot 166), $Re_{2}^{\text{unit}} = 1.15e6$ m$^{-1}$ (shot 168), and $Re_{2}^{\text{unit}} = 1.53e6$ m$^{-1}$ (shot 169). Left: Superposition of raw write and read KTV images (inverted intensity scale). Center: Superposition of write and read images mapped from $y_m$ to $y$ (inverted intensity scale). Right: Similarity solution in blue and KTV derived velocity profile in black with error bars in red.
In Figs. 4.10 and 4.11, we were able to resolve the velocity very close to the wall, down to $y \approx 50 \, \mu m$. The signal-to-noise ratio (SNR) is appropriate for velocity profile extraction in all cases. We note that within the boundary layer, the SNR decreases because of the deformation of the tagged line due to the shear stress. This decrease in signal makes boundary-layer measurements notably more difficult than freestream measurements, which is consistent with past experience (Mustafa et al., 2019). This means that boundary-layer measurements require higher laser power than freestream measurements. Furthermore, the “write” and “read” line thicknesses are nominally equal ($\approx 300 \, \mu m$), which is consistent with past KTV experiments in Fig. 6 of Zahradka et al. (2016b). This indicates that there is minimal thermal expansion due to rapid gas heating from the write-laser pulse. That is, this experimental method imparts minimal perturbations to the sensitive laminar boundary-layer.

### 4.8 Signal-Count Variation

The signal count at the read step as a function of static pressure, $P_2$, for the air and $N_2$ mixtures is presented in Fig. 4.12. Initially, with increasing pressure, SNR in both mixtures increases due to the increased krypton density. However, with increasing

![Figure 4.12: Read step signal count vs. static pressure, $P_2$, in air and $N_2$ mixtures at the boundary layer edge.](image-url)
pressure, there is a tradeoff between the increase in SNR due to higher krypton density and the decrease in SNR associated with the quenching of the excited tagged line. The increase in krypton density is initially the dominant effect up to a critical point, 12 kPa for N\textsubscript{2} and 6 kPa for air in these experiments. After this, the SNR starts to decrease with increasing pressure, indicating that the quenching effect is overtaking the effect of larger krypton density. Additionally, we can see that in Fig. 4.12, measurements could have been made at higher static pressure, \(P_2\), for the N\textsubscript{2} experiments, but the Stevens Shock Tube could not produce these conditions.

### 4.9 Collapse of Velocity Profiles

For further comparison to the similarity solutions, all the KTV derived velocity profiles are collapsed by normalizing the profile by the edge velocity and plotting against the similarity variable in Fig. 4.13. The similarity variable is \(\eta = \frac{\left(\sqrt{\frac{\rho}{\mu}} \int_0^y \rho(y)dy \right)}{\sqrt{2\rho_2 u_2^2}}\), where

![Figure 4.13: Collapse of KTV derived velocity profiles. Similarity variable \(\eta\) calculated from boundary-layer theory.](image)
the density profile, \( \rho(y) \), is calculated from the similarity solution. In Fig. 4.13, there is a weak inflection point at \( \eta \approx 1 \), and for the larger boundary-layer thickness cases, the KTV data is able to bear this inflection point out; however, improvements to the SNR would have to be made to do this reliably at all conditions.

### 4.10 Utility of Off-Surface Measurements

In this section, we present an example where off-surface measurements capture flow features that would otherwise be difficult to glean by surface measurements of pressure, temperature, or heat transfer. Fig. 4.14 shows the results of an experiment in the Stevens Shock Tube performed with an air driver and a driven section of 99% \( \text{N}_2/1\% \text{Kr} \) where the post-shock conditions were \( P_2 = 4.7 \text{ kPa}, T_2 = 635 \text{ K}, u_2 = 613 \text{ ms}^{-1} \) and \( M_2 = 1.2 \). The KTV derived velocity profile clearly shows that the flow is not established over the hollow cylinder. The most likely reason was that the post-shock Mach number, \( M_2 \), was not high enough to have an attached shock wave on the sharp-angled cut at the leading edge of the inner surface of the hollow cylinder. This

![Figure 4.14: Example of unestablished flow. Left: Superposition of raw write and read KTV images. Center: Superposition of write and read images mapped from \( y_m \) to \( y \). Right: KTV derived velocity profile in black, results from laminar boundary-layer theory in blue and error bars in red.](image)
non-established flow was part of the reason why we chose to use a helium driver for
the shock tube experiments. Using a helium driver increased $M_2$ such that the shock
wave over the sharp-angled cut on the inner surface was attached; as such, the flow
over the hollow cylinder was quickly established, and we were able to seek compari-
sion to the similarity solutions. Surface measurements may have had more difficulty
identifying this behavior. Consequently, to determine whether the flow has been es-
established in an experiment, especially in impulse facilities, off-surface measurements
are invaluable.

4.11 Conclusions

KTV scheme 4 (a single-laser Krypton Tagging Velocimetry (KTV) setup) was used
to study the quasi-steady flow behind the primary shock wave over a hollow cylinder
in the Stevens Shock Tube. The (2+1) resonance-enhanced, multiphoton ionization
(REMPI) of Kr with an excitation wavelength of $\lambda = 212.6$ nm was used to create
the tracer whose fluorescence was imaged at successive times.

KTV derived velocity profiles were recorded over a sectioned, sharp-edged hol-
low cylinder by propagating the write-laser beam tangentially to the cylinder surface.
These results were then mapped to wall-normal locations corresponding to a flat
plate for comparison to similarity solutions for a compressible, laminar boundary
layer. Agreement between the similarity solutions and the KTV derived data was
excellent in all cases.

Eight experiments were performed in two gas mixtures: a) 99% N$_2$/1% Kr
at post-shock temperature $T_2=1300$ K and the pressure range $P_2 = 6.0 - 25$ kPa;
and, b) in 75% N$_2$/20% O$_2$/5% Kr at post-shock temperature $T_2 =1400$ K and the
pressure range $P_2 = 2.7 - 19$ kPa. This experimental design resulted in unit Reynolds
numbers ranging from $\approx 1e5$-$1e6$ m$^{-1}$. Notably, the range of static conditions spans that typical of large-scale, high-enthalpy hypersonic impulse facilities, albeit at lower total enthalpy; that is, the freestream pressure and temperature (but not the velocity) of large-scale facilities were reproduced to demonstrate KTV utility.

Additionally, we presented an example where the KTV derived velocity profile clearly shows that the flow is not established over the hollow cylinder. We came to the conclusion that the post-shock Mach number, $M_2$, was not high enough to have an attached shock wave on the sharp-angled cut at the leading edge of the inner surface of the hollow cylinder. This is a demonstration that off-surface measurements, like KTV, capture flow features that would otherwise be difficult to obtain by surface measurements alone, especially in impulse facilities.
Chapter 5

Freestream Velocity Measurement in AEDC Hypervelocity Tunnel 9

5.1 Introduction

High-speed wind tunnels typically rely on pressure and/or temperature measurement and nozzle-flow calculations to determine the freestream conditions. This practice can require a complex treatment of the thermochemical state of the gas. The calorically-perfect gas assumption begins to break down when producing air or N$_2$ flows from a stagnated reservoir to freestream Mach number $M_\infty > 6$. Rapid expansion in the nozzle can require modeling thermodynamic non-equilibrium processes, and if the gas is stagnated to high enthalpy, non-equilibrium chemistry must also be considered (Candler, 2015). Moreover, an excluded-volume equation of state may need to be used for high reservoir densities (Candler, 2005, Canupp et al., 1993). Although the modeling framework of these flows is tractable, some of the fundamentals pertaining to the thermochemical rate-processes continue to be an ongoing topic of research (Candler, 2015).

One means of validating these run condition and nozzle-flow calculations is direct measurement in the freestream. To this end, the goal of these experiments was to provide a reliable and accurate technique without the limitations of particle-based techniques, for measuring velocities. Concurrently, another goal was to show the viability of using KTV in such facilities at hypersonic conditions. The KTV scheme used in this work was scheme 2.

This chapter begins with a description of the facility, run conditions and laser setup. For the results, KTV exposures are presented for four different Tunnel 9
conditions (listed in Table 5.1). Then, for two conditions, instantaneous velocity profiles and a comparison of the freestream velocity as calculated by conventional methods and KTV is presented. In this study the conditions span a range of $M_\infty = 9.4 - 13.2$ and $Re_\infty^{\text{unit}} = 1.6 - 30 \text{ m}^{-1}$.

5.2 Schematic

The experiments were conducted in the Arnold Engineering Development Complex (AEDC) Hypervelocity Wind Tunnel No. 9 (Tunnel 9) shown in Fig. 5.1. Tunnel 9 is a hypersonic, nitrogen gas, blowdown wind tunnel with interchangeable nozzles that allow for testing at Mach numbers of 7, 8, 10, and 14 over a unit Reynolds number range of $1.77e6 \text{l/m}$ to $158.8e6 \text{l/m}$. The test section is a 1.52 m (5 ft)-diameter,
3.66 m (12 ft)-long cell that enables testing of large-scale model configurations. More details pertaining to the facility can be found in Marren and Lafferty (2002).

KTV was implemented in Tunnel 9 by doping the N\textsubscript{2} flow with 1\% Kr by mole fraction in the reservoir. A predetermined mass of Kr is injected into the “Gas Heaters” pictured in Fig. 5.1 following the N\textsubscript{2} “blow off.” The “blow off” refers to when the heating vessel is checked for vacuum and flushed with 1 atm of N\textsubscript{2}. Then, the typical high-pressure N\textsubscript{2} filling procedure continues unchanged from normal operation. It is assumed that the 99\% N\textsubscript{2}/1\% Kr mixture becomes well mixed by the turbulent, high-pressure N\textsubscript{2} injection and subsequent high-temperature reservoir-heating process.

The concentration of krypton in the flow is dilute, so the thermo-physical properties of the flow are nominally unchanged from normal operation. The effect of krypton seeding on the transport properties is calculated using Cantera (Goodwin, 2003) via the semi-empirical Chapman-Enskog method (Chapman and Cowling, 1939) with the appropriate thermodynamic data (McBride et al., 2002). For example, seeding N\textsubscript{2} with 1\% Kr mole fraction alters the Mach, Reynolds, Prandtl, and Peclet numbers, and the ratio of specific heats by $\approx 0.1 - 0.3\%$.

\subsection{5.3 Run Conditions}

The nominal run conditions for this test series, as calculated by the staff at AEDC, are found in Table 5.1. The reservoir pressure, reservoir temperature, and Pitot pressure are measured. Reservoir enthalpy and reservoir entropy are determined using the measured reservoir conditions and the data from a Mollier diagram for equilibrium N\textsubscript{2}. The freestream conditions are calculated from the reservoir conditions and Pitot pressure using a procedure that assumes an isentropic nozzle expansion. The
procedure is initiated with an initial estimate for the freestream Mach number. Using the estimated freestream Mach number and measured Pitot pressure, freestream pressure is obtained from the Rayleigh-Pitot formula. In addition, it is assumed that the degree of vibrational excitation at the nozzle exit is negligible, so the ratio of specific heats is equal to 7/5. The freestream temperature (and freestream sound-speed) is calculated using the freestream pressure and reservoir entropy. Then, freestream velocity is obtained based on the conservation of reservoir enthalpy. This value of velocity is converted to Mach number and is compared to the initial estimated Mach number value. When these two agree to within a specified tolerance, the calculation is complete and the tunnel conditions are known.

Table 5.1: Nominal run conditions for current test series as determined by conventional methods. $M_\infty$, $Re_\infty^{\text{unit}}$, $U_\infty$, $\rho_\infty$, and $T_\infty$ are the freestream Mach number, unit Reynolds number, velocity, density, and temperature. $h_R$ and $P_R$ are the reservoir enthalpy and pressure.

<table>
<thead>
<tr>
<th>Condition</th>
<th>$M_\infty$</th>
<th>$Re_\infty^{\text{unit}}$</th>
<th>$U_\infty$</th>
<th>$\rho_\infty$</th>
<th>$T_\infty$</th>
<th>$P_R$</th>
<th>$h_R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>13.2</td>
<td>1.65</td>
<td>1.92</td>
<td>3.04e-3</td>
<td>50.9</td>
<td>14.6</td>
<td>1.90</td>
</tr>
<tr>
<td>B</td>
<td>9.44</td>
<td>1.88</td>
<td>1.37</td>
<td>4.85e-3</td>
<td>50.7</td>
<td>2.16</td>
<td>1.00</td>
</tr>
<tr>
<td>C</td>
<td>9.82</td>
<td>13.1</td>
<td>1.43</td>
<td>3.26e-2</td>
<td>51.1</td>
<td>18.2</td>
<td>1.08</td>
</tr>
<tr>
<td>D</td>
<td>10.0</td>
<td>30.3</td>
<td>1.47</td>
<td>7.44e-2</td>
<td>51.9</td>
<td>44.8</td>
<td>1.14</td>
</tr>
</tbody>
</table>

5.4 Laser Setup

The experiment was run using two tunable lasers to provide the 214.7 nm (write) and 769.5 nm (read) laser beams required for KTV. The write laser consisted of a frequency doubled Quanta Ray Pro-350 Nd:YAG laser and a frequency tripled Sirah PrecisionScan Dye Laser. The Nd:YAG laser pumped the dye laser with 1000 mJ/pulse at a wavelength of 532 nm. The dye in the laser was DCM with a dimethyl sulfoxide (DMSO) solvent, and the laser was tuned to output a 644.1 nm beam. Frequency
The write-laser beam setup can result in approximately 10-13 mJ/pulse; however, approximately 3 mJ was used for this experiment by reducing the Nd:YAG pump-laser power. The wavelength was 214.7 nm, with a linewidth of approximately 0.045 cm$^{-1}$, a pulsewidth of approximately 7 ns, and a repetition rate of 10 Hz. The write-laser beam was directed into the test section with 1 inch 5th-harmonic Nd:YAG laser mirrors (IDEX Y5-1025-45) and focused into the test section with a 1500 mm fused-silica lens to form a line in the spanwise direction. Assuming Gaussian beam propagation, the beam-waist diameter and fluence are approximately 80 µm and 30 J/cm$^2$, respectively.

The read laser consisted of a frequency doubled Quanta Ray Pro-350 Nd:YAG laser and a Sirah PrecisionScan Dye Laser. The Nd:YAG laser pumped the dye laser with 500 mJ/pulse at a wavelength of 532 nm. The dye in the laser was Styryl 8 with a DMSO solvent, and the laser was tuned to output a 769.5 nm beam.

The read-laser beam setup resulted in approximately 30 mJ/pulse, with a wavelength of 769.5 nm, a linewidth of approximately 0.025 cm$^{-1}$, a pulsewidth of approximately 7 ns, and a repetition rate of 10 Hz. The read-laser beam was directed into the test section using 2 inch broadband dielectric mirrors (Thorlabs BB2-E02), and focused to a sheet of $\approx 1000$ µm x 25 mm with a 2000 mm fused silica cylindrical lens. This “read sheet” re-excites the metastable Kr tracer atoms so that their displacement can be measured.

The laser and camera timing were controlled by a pulse-delay generator (SRS DG645). The intensified camera used for all experiments was a 16-bit Princeton Instruments PIMAX-4 1024x1024 with an 18-mm grade 1, Gen III extended red film-
less intensifier w/ P46 phosphor (PM4-1024i-HR-FG-18-P46-CM). The gain was set to 100% with 2x1 (spanwise x streamwise) pixel binning to ensure a 10 Hz frame rate. The prime lens used was an AF-S NIKKOR 200mm f/2G ED-VR-II and positioned approximately 1.1 m from the write/read location, which was at the center of the test cell. A Nikon PK-13 27.5 mm extension tube was inserted between the lens and the F/C adapter to reduce the minimum focal distance and increase the magnification of the lens. Two high-precision 800 nm longpass filters (Thorlabs FELH0800, transmission of 3.5e-4% at the read-laser wavelength of 769.5 nm) were placed in series between the lens and the intensifier to minimize the noise resulting from the read-laser pulse reflection and scatter from solid surfaces. The dual-image feature (DIF) was used and the camera gate was opened for 50 ns immediately following the write-laser pulse to capture the spontaneous emission of $5p[3/2]_2 \rightarrow 5s[3/2]_1^o$ (819.0 nm) transitions. Then, two microseconds later, the camera gate was opened for 50 ns immediately following the read-laser pulse to capture the spontaneous emission of $5p[3/2]_1 \rightarrow 5s[3/2]_1^o$ (829.8 nm) transitions.

5.5 Fluorescence Exposures

The write and read exposures were recorded separately with the interline feature of the intensified camera with a delay of 2 µs. We present a composite of the write/read exposures for all four conditions as Fig. 5.2. The Mach 14 exposure (Fig. 5.2(a)) was the first measurement attempted, so as a conservative first approach, the digitizer was set to its slowest speed, 4 MHz (lowest-noise level). This was done to achieve the highest possible SNR while still yielding a 25 mm tall measurement window, which was a minimum requirement for the test to be considered a success. In subsequent experiments, the camera digitizer was set to its highest speed 16 MHz (highest-noise
level), because the SNR was deemed sufficient and so the field of view was enlarged.

Figure 5.2: Composite of write and read KTV exposures from (a) Tunnel 9 condition A, (b) condition B, (C) Condition C, and (d) Condition D. Conditions in Table 5.1. Tick marks denote millimeters. Inverted intensity scale. Write/read delay of 2 µs. Time stamp denotes tunnel starting trigger.

5.6 Velocity Profiles

To bound the error, the spanwise fluctuations, $v'_RMS$, were conservatively estimated to be 5% of the freestream velocity ($v'_RMS$ is expected to be far lower in the Tunnel 9 freestream). The error in the KTV measurement was approximately 3% in the freestream, primarily due to the uncertainty in line center and timing.

To characterize the flow uniformity in the measured field of view, the standard deviation of each profile was computed and normalized by the mean velocity. To search for trends, this was done for each time step for each condition. No trends were found in time or run condition, and the normalized standard deviation of the freestream-velocity profiles was observed to be in the range of 0.2-1.25%. This value is well within the uncertainty limits of the KTV technique as applied in this work.
In Fig. 5.4, we take the average of the profiles in Fig. 5.3 in the spanwise direction and compare that to the freestream velocity value as calculated by conventional Tunnel 9 methods. The KTV data appears to match the Tunnel 9 calculations throughout the test time.

Figure 5.3: Freestream-velocity profile for (a) condition A, and (b) Condition B. Error bars are horizontal thin black lines. The time-stamp notes the time from camera trigger and is shared with Fig. 5.4, for reference.

Figure 5.4: Comparison of Tunnel 9 freestream velocity as calculated by conventional methods (dashed line) and measured by KTV (solid dots, spanwise average) vs. time for (a) condition A, and (b) condition B. Error bars are vertical thin black lines. The time-stamp notes the time from camera trigger and is shared with Fig. 5.3.
5.7 Conclusions

The ability to make measurements of the freestream-velocity profiles with KTV in Tunnel 9 was demonstrated for four conditions spanning the range of $M_{\infty} = 9.4 - 13.2$ and $Re_{\infty}^{\text{unit}} = 1.6 - 30 \text{ m}^{-1}$. KTV exposures were presented for each Tunnel 9 condition. For two conditions, instantaneous velocity profiles and a comparison of the freestream velocity as calculated by conventional methods and KTV were presented. Agreement between the KTV measurements and the Tunnel 9 calculations was good throughout the test time: the difference between the two results is approximately 2%, which is within the KTV uncertainty estimate of approximately 3%. This is a notable result because the Tunnel 9 freestream velocity calculations rely on pressure/temperature measurements and an appropriate treatment of the non-perfect gas nozzle-expansion from the reservoir to the freestream; in contrast, the KTV profiles and traces represent a direct measurement. This provides a new experimental verification of the Tunnel 9 velocity calculation procedure. In this vein, KTV could be used to measure the freestream velocity as the Tunnel 9 parameter space is expanded; for example, if a new nozzle is developed. In addition, the standard deviation of the freestream-velocity profiles exhibits no clear trends through the test time or with run condition and fall within the range of 0.2-1.25%, which is within the KTV uncertainty estimate of approximately 3%.

We suggest that KTV could be used in Tunnel 9 to measure velocity profiles on large-scale test articles. In the AEDC Mach 3 Calibration Tunnel, KTV was first used to make freestream measurements, and then extended to the turbulent boundary layer on the nozzle wall (Zahradka et al., 2016b) and a shock-wave/turbulent boundary layer interaction (Mustafa et al., 2017). Tagging velocimetry SNR is reduced in regions of high shear, and applications in large-scale facilities are technically
challenging; however, if one considers the relative ratio of SNR in the Mach 3 Calibration Tunnel freestream to that in turbulent shear layers (Mustafa et al., 2017, 2019, Zahradka et al., 2016b) and extrapolates from the Tunnel 9 freestream SNR presented in this work, we are confident that there will be sufficient SNR for KTV application in regions of high shear in Tunnel 9 flows of varying Mach number and unit Reynolds number.
Chapter 6

Mach 2.8 Shock-Wave/Turbulent Boundary-Layer Interaction

6.1 Introduction

In this chapter, we present the experiments for supersonic compression-corner flow. The goal here was to utilize KTV to perform a rigorous analysis of a canonical gas dynamics configuration and extract information regarding the fundamental physics of the problem. Mach 2.8 flow over four wedge angles of 8, 16, 24, and 32 degrees was investigated using KTV scheme 2.

We begin with a brief introduction to shock-wave/turbulent boundary-layer interaction (SWBLI), which is a prevalent phenomenon in high-speed flow. Following this, the experimental setup is described, which includes the facility, run conditions, and laser system. Then, we establish that the incoming flow is nominally a canonical, turbulent boundary layer over a flat plate by reporting KTV measurements of mean- and fluctuating-velocity profiles and comparing them to those found in the literature.

After establishing the incoming flow, we proceed to results for flow over the four wedges. These include plots of mean- and fluctuating-velocity profiles, contours of normalized streamwise turbulent kinetic energy (sTKE), and the velocity distribution at the root of each compression-corner, to highlight the flow separation characteristics.

Finally, we perform an analysis for each geometry (8°, 16°, 24°, and 32° compression corner), which is comprised of two aspects of SWBLI. The first being the amplification of the sTKE, which we analyze in an effort to assess the turbulence amplification in SWBLIs. The second aspect of SWBLI that is analyzed is the ex-
istence of various turbulent structures in the flow, which are extracted using proper orthogonal decomposition (POD).

### 6.2 Shock-Wave/Turbulent Boundary-Layer Interaction (SWBLI)

Shock waves are a manifestation of the non-linear behavior of the governing equations for fluid flow and occur when supersonic flows encounter obstacles or perturbations. The physical ramifications of shock waves include an abrupt increase in thermodynamic conditions such as temperature, pressure, and density. The rapid change in thermodynamic properties across a shock can create regions of high localized heat transfer, stresses, and pressure; all of which have consequences for vehicles moving at high speeds. Furthermore, depending on its strength, the shock wave can induce chemical reactions and non-equilibrium effects in the flow. Boundary layers are wall-bounded shear layers that form because of the viscous effects in the flow and are typically confined to regions close to the surfaces over which the fluid is moving. Being bounded by surfaces, boundary layers are important in that they dictate the aerothermodynamic loads on vehicles and their study is complicated by features such as stability, transition, and turbulence. On their own, shock waves and boundary layers are complex and active areas of research, their interaction presents an even more complicated flow field.

In high-speed flow, the interaction of shock waves and boundary layers is a fundamental problem motivated by practical applications. Dolling (2001) states “[shock-wave boundary-layer interactions] are ubiquitous in high-speed flight, occurring in an almost limitless number of external and internal flow problems relevant to aircraft, missiles, rockets, and projectiles. Maximum mean and fluctuating pressure levels and thermal loads that a structure is exposed to are generally found in
regions of shock/boundary-layer and shock/shear-layer interaction and can [affect] vehicle and component geometry, structural integrity, material selection, fatigue life, the design of thermal protection systems, weight, and cost.” Consequently, to better design high-speed vehicles it is necessary to understand the fundamentals of this complex interaction. This ubiquity has led to a plethora of computational (Adams, 2000, John et al., 2014, Wang et al., 2015, Wu and Martin, 2007, 2008) and experimental (Giepman et al., 2015, Humble et al., 2007, 2009, Settles et al., 1976, 1979, Smits and Muck, 1987) investigations into this interaction. Reviews (Gaitonde, 2015, Knight et al., 2003, Settles and Dodson, 1994) highlight the current state of the research.

There are various configurations in which SWBLI can occur, two of which are discussed here to describe the geometric structure of such SWBLI. Fig. 6.1 shows the structure of supersonic flow over a wedge, both with and without separation. In the attached configuration, Fig. 6.1(a), we can see that the shock wave (C₁) is the result of the coalescence of the waves within the boundary layer. These waves form when the streamlines turn as they flow over the wedge, noting that none are formed in the subsonic region in the boundary layer. This is in contrast to the relatively simple analytical solution for the supersonic flow over a wedge, which does not account for these waves. Furthermore, the presence of the boundary layer creates an upstream influence length (Babinsky and Harvey, 2011), which is defined as the distance between the onset of the interaction and the location of the shock foot in the inviscid solution. For example, in Fig. 6.1(a), if we assume that the shock is attached, the location of the shock foot would be the wedge tip (A) in the inviscid solution. The pressure at the wall, then, in the inviscid solution, would experience a discontinuous jump at point A. However, in reality, the interaction of the shock and the boundary layer results in
a wall-pressure distribution that starts to rise before point A (Babinsky and Harvey, 2011), and continuously does so over the wedge until it reaches the inviscid value further downstream of point A. The onset of the interaction is denoted by the start of the wall-pressure rise, and so the upstream influence length is the distance between this onset and point A (the inviscid shock foot location). In Fig. 6.1(b), the same supersonic flow over a wedge is shown, this time with flow separation. Since a shock wave induces a rise in pressure, there can be cases where this adverse pressure gradient is large enough to separate the flow in the boundary layer. When this occurs, a region of recirculation is formed near the wall, creating a separation bubble. As the streamlines turn around this bubble, they create waves which coalesce into the separation shock (C) and further downstream when the flow reattaches and turns again, a reattachment shock (C_2) is formed (Babinsky and Harvey, 2011). Additionally, these two shocks can interact, further complicating the flow field.

Another interaction configuration is shown in Fig. 6.2. This is the case where a shock (C_1) impinges on a boundary layer over a flat surface. In the attached case, Fig. 6.2(a), as the shock penetrates the boundary layer, it gets weaker and vanishes completely upon reaching the subsonic region. The concept of upstream influence length also applies here, as the wall-pressure rise starts at a point before the location of the shock foot in the absence of a boundary layer. Furthermore, as the streamlines flow around the subsonic layer, they turn and create waves which eventually coalesce into the reflected shock (C_2) (Babinsky and Harvey, 2011). The case with separation, when the incident shock is strong enough, is even more complicated, as shown in Fig. 6.2(b). In this case the separation bubble causes the incoming streamlines to turn, which create waves that coalesce into the separation shock (C_2). This separation shock interacts with the incident shock (C_1) to create shock C_4, the transmitted shock,
shock $C_3$ (Babinsky and Harvey, 2011). As the streamlines flow over the separation bubble, they create expansion waves and when they eventually reattach at point $R$ (by turning into the direction of the wall), compression waves that coalesce into the reattachment shock.

The two examples in Figs. 6.1 and 6.2 served to illustrate the geometric makeup of a certain instance of SWBLI. It was observed that the same configuration can change drastically in the presence of separation and that the boundary layer acts to increases the region over which the effect of the shock wave is felt (influence length). Aside from the flow patterns, there are other pertinent features of SWBLI that warrant investigation. The oscillation of the shock wave is one such feature which has design implications for high-speed vehicles. If the shock oscillates, the resulting pressure, temperature and density distributions will also fluctuate. These fluctuations in turn result in rapidly changing aerothermodynamic loads on vehicles, which can have severe consequences. On its own, understanding turbulence is a daunting task, which only becomes more formidable when it is coupled with shock waves and boundary layers. However, since turbulent flow is often encountered in practice, the design of high-speed vehicles depends on our understanding of such shock-wave/turbulent boundary-layer interactions.

Within the context of turbulence, another important feature of SWBLI is the modification of turbulence stresses and intensity across the flow field. Experimental investigations have determined that there is significant amplification of turbulence across shocks. Smits and Muck (1987) studied the shock-wave/turbulent boundary-layer interaction over three compression corners and reported amplification factors of 4-15 for the mass-flux fluctuation intensity, and even larger factors for the shear stresses. Humble et al. (2007) used particle image velocimetry (PIV) to study the
Figure 6.1: (a) SWBLI as supersonic flow over a wedge. (b) SWBLI as supersonic flow over a wedge with flow separation. Images reproduced with permission from Babinsky and Harvey (2011).

flow over a flat plate with an impinging shock and found amplification factors on the same order of magnitude as Smits and Muck (1987). Computational efforts have also provided similar insight. In the direct numerical simulation (DNS) of Wu and Martin (2007), amplification factors of 6-24 for the Reynolds stresses were calculated for a Mach 2.9 flow over a 24° compression ramp. Using large eddy simulation (LES), Porter and Poggie (2017) reported amplification factors of 2.3-7.6 for the Reynolds stresses for a Mach 2.25 flow over a 24° compression ramp. Amplification in the turbulent stresses and intensity imply changes in the mixing properties, heat transfer rates and shear stress in the flow. All these quantities have design implications and, in this chapter, this amplification is quantified for the flow over a wedge with KTV.

An important feature of turbulent flow is the existence of structures of various time and length scales (Tennekes and Lumley, 1972). The interaction of this wide range of turbulent scales with a shock wave yields a rich, fundamental fluid-mechanics problem. Being able to quantify these scales and deepening our understanding of the
Figure 6.2: (a) SWBLI as a shock impinging on a boundary layer. (b) SWBLI as a shock impinging on a boundary layer with flow separation. Images reproduced with permission from Babinsky and Harvey (2011).

physical properties and relative importance of these structures will further improve our ability to model turbulent flows. One analytical tool that accomplishes this is proper orthogonal decomposition (POD), which is used in this chapter to analyze the flow over a wedge. POD was first introduced to the fluid dynamics community by Lumley (Berkooz et al., 1993, Lumley, 1967) as a means to extract coherent structures from flow fields. A review of POD analysis in the broader context of modal analysis can be found in Taira et al. (2017). The fundamental idea of POD is to decompose the velocity field into a series of modes weighted based on the amount of kinetic energy they contain, each of which can be interpreted as a coherent structure. This technique has been used to study combustion engines (Chen et al., 2012, 2013, Druault et al., 2005), turbulent flow over a fence (Orellano and Wengle, 2001), open cavity flow (Murray et al., 2009), axisymmetric jet flow and mixing layers (Bonnet et al., 1994), and the turbulent flow over a cylinder (Tu et al., 2014), to name a few. There are not many applications of POD to SWBLIs in the literature. One example is that of Piponniau et al. (2012) where a POD analysis was performed on PIV results from an induced-shock-wave/turbulent boundary-layer interaction.
6.3 Schematic

The SWBLI experiments were performed in the Arnold Engineering Development Complex (AEDC) Mach 3 Calibration Tunnel (M3CT) in Silver Spring, MD (Fig. 6.3). The tunnel is comprised of a large vacuum tank attached to a converging diverging nozzle. An orifice plate was added upstream of the nozzle as in Zahradka et al. (2016b) and Mustafa et al. (2017) to control the freestream pressure. A flexible isolation bag was added upstream of the orifice to contain the 99% N$_2$/1% Kr gas mixture. The flexibility ensured that the bag stayed at the constant ambient pressure of the laboratory. A valve is cycled downstream of the nozzle to run the tunnel.

To ensure that the M3CT started properly and to visualize the shock-wave/turbulent boundary-layer interaction structures, a Z-type schlieren (Settles, 2001) setup was used to visualize the flow field over the compression corners. The schlieren setup consisted of a sparklamp light source and an Integrated Design Tools N3 camera recording at 100 frames-per-second with a 50 ns exposure time. The knife-edge was set as a horizontal cutoff. Fig. 6.4 shows the mean of 100 exposures of the schlieren visualization for each wedge with the mean shock position marked, as determined by local curve fitting to the image intensity.

Figure 6.3: Sketch of AEDC Mach 3 Calibration Tunnel (M3CT). Dimensions in millimeters. The measurements are made at “Port 2.”
Figure 6.4: Mean schlieren images for the (a) 8°, (b) 16°, (c) 24° and (d) 32° corners, respectively. Flow is left to right. Major tick marks are at 10 mm. Incoming boundary-layer thickness is $\delta = 10.25$ mm. Mean shock position shown in red.

To compare the flow field investigated in the present work with that in the literature, the mean initial shock angles ($\beta$) are plotted in Fig. 6.5 against the wedge angle $\theta$. The graph shows that for the $8^\circ$ wedge, $\beta$ is equal to the calculated value from inviscid theory. Beginning with the $16^\circ$ wedge, $\beta$ approaches a constant value of $\approx 32^\circ$. This trend of $\beta$ approaching a constant value is in agreement with the work by Spaid and Frishett (1972) (which was at Mach 2.9), which is also plotted in Fig. 6.5. The value of $\beta$ for the $8^\circ$ and $16^\circ$ wedge is in agreement with previous work by Smits and Muck (1987). The initial shock angle for the $24^\circ$ wedge is in agreement with DNS work by Wu and Martin (2007) and experimental work by Settles et al. (1976) and Mustafa et al. (2017).
Figure 6.5: Initial (β) shock angles from schlieren images shown in red. Results from Spaid and Frishett (1972) shown in blue. Vertical black bars denote uncertainty.

### 6.4 Run Conditions

The experiments were carried out in a 99% N$_2$/1% Kr gas mixture. The run condition calculations can be found in Zahradka et al. (2016b) and Mustafa et al. (2017). Relevant conditions along with estimates of the friction velocity, kinematic viscosity at the wall and viscous length scale are listed in Table 6.1.

<table>
<thead>
<tr>
<th>$M_\infty$</th>
<th>$P_\infty$</th>
<th>$T_\infty$</th>
<th>$\rho_\infty$</th>
<th>$Re_{\text{unit}}$</th>
<th>$Re_\Theta$</th>
<th>$U_\infty$</th>
<th>$\delta$</th>
<th>$u_\tau$</th>
<th>$\nu_w$</th>
<th>$\eta = \nu_w/u_\tau$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.77</td>
<td>1010</td>
<td>118</td>
<td>0.030</td>
<td>2.30e6</td>
<td>1750</td>
<td>612</td>
<td>10.25</td>
<td>34</td>
<td>0.0014</td>
<td>40</td>
</tr>
</tbody>
</table>

### 6.5 Laser Setup

The experiments were run using two tunable lasers to provide the 214.7 nm (write) and 769.5 nm (read) laser beams required for KTV scheme 2. The write laser con-
sisted of a frequency doubled Quanta Ray Pro-350 Nd:YAG laser and a frequency
tripled Sirah PrecisionScan Dye Laser. The Nd:YAG laser pumped the dye laser with
1000 mJ/pulse at a wavelength of 532 nm. The dye in the laser was DCM with a
dimethyl sulfoxide (DMSO) solvent, and the laser was tuned to output a 644.1 nm
beam. Frequency tripling of the dye-laser output was performed using Sirah tripling
optics (THU 205).

The write-laser beam setup can result in approximately 10-13 mJ/pulse; how-
ever, approximately 7 mJ was used for this experiment by reducing the Nd:YAG
pump-laser power. The wavelength was 214.7 nm, with a linewidth of approximately
0.045 cm\(^{-1}\), a pulsewidth of approximately 7 ns, and a repetition rate of 10 Hz.
The write beam was focused into several narrow waists in the test section with a
\(f = 100\) mm fused-silica microlens array (SUSS MicroOptics Nr. 18-00127) to form
the lines in the streamwise direction and a \(f = 100\) mm fused-silica cylindrical lens
to focus the lines in the spanwise direction. We estimate that the energy per write
line was approximately 350 µJ/pulse.

The read laser consisted of a frequency doubled Quanta Ray Pro-350 Nd:YAG
laser and a Sirah PrecisionScan Dye Laser. The Nd:YAG laser pumped the dye laser
with 200 mJ/pulse at a wavelength of 532 nm. The dye in the laser was Styryl 8 with
a DMSO solvent, and the laser was tuned to output a 769.5 nm beam.

The read-laser beam setup resulted in approximately 5 mJ/pulse, with a wave-
length of 769.5 nm, a linewidth of approximately 0.025 cm\(^{-1}\), a pulsewidth of ap-
proximately 7 ns, and a repetition rate of 10 Hz. The read-laser beam was directed
into the test section using 2 inch broadband dielectric mirrors (Thorlabs BB2-E02),
and expanded to a beam of \(\approx 40\) mm diameter with a \(f = -400\) mm BK7 lens. This
“read beam” re-excited the metastable Kr tracer atoms so that their displacement
could be measured.

The laser and camera timing were controlled by a pulse-delay generator (SRS DG645). The intensified camera used for all experiments was a 16-bit Princeton Instruments PIMAX-4 1024x1024 with an 18-mm grade 1, Gen III extended red filmless intensifier w/ P46 phosphor (PM4-1024i-HR-FG-18-P46-CM). The lens used is a Nikon NIKKOR 24-85mm f/2.8-4D in “macro” mode and positioned approximately 200 mm from the write/read location which was at the center of the test section at Port 2 in figure 6.3. Two high-precision 800 nm longpass filters (Thorlabs FELH0800, transmission of 3.5e-4% at the read-laser wavelength of 769.5 nm) were placed in series between the lens and the intensifier to minimize the noise resulting from the read-laser pulse reflection and scatter from solid surfaces. The gain was set to 100% with 1x6 (streamwise x wall-normal) pixel binning and only recording the read images to ensure a 10 Hz frame rate. A set of write images were recorded with the tunnel on prior to each set of experiments. The camera gate was opened for 20 ns immediately following the read-laser pulse to capture the spontaneous emission of $5p[3/2]_1 \rightarrow 5s[3/2]_1^o$ (829.8 nm) transitions.

### 6.6 Boundary-Layer Results

In this section, we present a baseline boundary-layer profile of streamwise velocity and fluctuations. For the boundary-layer results, the write/read delay was set to 500 ns. The KTV setup formed ten lines with appropriate SNR. A sample read exposure is presented as Fig. 6.6(a).

The dimensional velocity is presented in Fig. 6.6(b) as measured by KTV from the present work and PIV from Brooks et al. (2014, 2015, 2016, 2018) in the same facility. Fig. 6.6(b) shows that the boundary-layer thickness in the incoming flow, $\delta$,
Figure 6.6: (a) Example of KTV boundary-layer fluorescence exposure. Major tick marks are 10 mm. Flow is left to right. Inverted intensity scale. Wall marked as black. (b) Dimensional velocity of the Mach 2.8 turbulent boundary layer. Error bars in black.

is $\approx 10.25$ mm. This is the value that is used to normalize the distance coordinates in subsequent Figs. and analyses. Error bars for the KTV measurements are calculated using Eq. 2.24. The uncertainty in the measured displacement distance, $\tilde{\Delta}x$, of the metastable tracer is estimated as the 95% confidence bound on the write and read locations from the Gaussian fits. The uncertainty in time, $\tilde{\Delta}t$, is estimated to be the camera gate width, 20 ns. The wall-normal fluctuations used in Eq. 2.24 ($v'_{RMS}$) are conservatively estimated to be 5% of the edge velocity, which is supported by DNS (Martin, 2007) and PIV experiments (Brooks et al., 2016).

The error in the KTV measurement is approximately 5% in the freestream, the boundary-layer wake region, and the boundary layer logarithmic region. The error in KTV measurement increases to approximately 10% nearest to the wall. The increase nearest to the wall is mostly due to the third term in Eq. 2.24. There is an appreciable increase in the wall-normal fluctuations and increase in velocity gradient.
The velocity data for the boundary layer can be compared to the law of the wall in the logarithmic region, $U^+ = \frac{1}{\kappa} \ln(y^+) + C$, by using the Van Driest I transformation, with $y^+ = \rho_w u_\tau y / \mu_w$ and $U^+ = U / u_\tau$. Following Bradshaw (1977) and Huang and Coleman (1994), the Van Driest I transformed velocity is written as

$$U_{VD}^+ = \frac{1}{R} \left[ \sin^{-1} \left( \frac{R(U^+ + H)}{\sqrt{1 + R^2 H^2}} \right) - \sin^{-1} \left( \frac{RH}{\sqrt{1 + R^2 H^2}} \right) \right],$$

where $R = M_\tau \sqrt{(\gamma - 1)Pr_t/2}$, $H = \rho_w u_\tau c_p u_\tau$, $M_\tau = u_\tau / c_w$, and $B_q = q_w / (\rho_w c_p u_\tau T_w)$. We assume the turbulent Prandtl number is $Pr_t = 0.87$, and, assuming the Reynolds analogy holds, the heat-flux number is $B_q = c_f \rho_w U_e (T_w - T_r) / (2 Pr_t \rho_w u_\tau T_w)$ (Schlichting, 2000). The friction velocity, $u_\tau$, is calculated in the same way as Zahradka et al. (2016b) using the von Kármán (1934)-Schoenherr (1932) equation under the Van Driest II transformation (Table 6.1). Based on these values, the viscous length scale is $\eta \approx \nu_w / u_\tau \approx 40 \, \mu m$. For comparison, the wall-normal spatial resolution of this KTV implementation is $\approx 170 \, \mu m$ due to camera resolution. The streamwise spatial resolution for a single KTV line is estimated to be $\approx 10 \, \mu m$, which is the uncertainty in line-center location. These resolutions approach the viscous length scale in the flow. We should note that the streamwise spatial resolution for tracking turbulent structures as a field (as is the case in the longitudinal correlations and forthcoming POD analysis) is $1.2 \, mm$ due to measurement spacing (Fig. 6.6).

The transformed KTV- and PIV-derived velocity profiles are presented in Fig. 6.7(a). Also, in Fig. 6.7(a), we plot the viscous sublayer as $U_{VD}^+ = y^+$ as well as applying Eq. 6.1 to the logarithmic law as

$$U_{VD}^+ = \frac{1}{\kappa} \ln(y^+) + C,$$
Figure 6.7: (a) Van Driest scaling of the mean velocity. (b) Morkovin scaling of streamwise fluctuations.

with $\kappa = 0.41$ and $C = 5.2$. The transformed velocity follows the law of the wall in the logarithmic region with good agreement.

In Fig. 6.7(b), we present the streamwise velocity fluctuation results that are non-dimensionalized by the Morkovin (Morkovin, 1962) scaling and compare those to the literature (Brooks et al., 2018, Elena et al., 1985, Klebanoff, 1955, Martin, 2007). In this work, we were able to resolve far closer to the wall than in the previous KTV effort by Zahradka et al. (2016b). The agreement between the fluctuation data from the literature and KTV is good to down to $y/\delta \approx 0.05$.

With the ability to write multiple lines, the longitudinal correlation coefficient can be calculated as

$$f(x, r) = \frac{u'(x)u'(x + r)}{u'^2} = \frac{R_{uw'}^2}{u'^2}$$  \hspace{1cm} (6.3)

by using the spacing between each write line, $r$. The longitudinal correlation of the streamwise velocity data are presented as Fig. 6.8(a) for $y/\delta \approx 0.2$. As a means of first comparison, $f_{uw'}$ from the present KTV boundary-layer data is compared to
Figure 6.8: (a) Longitudinal correlation for $y/\delta \approx 0.2$. As a means of first comparison, $f_{u'u'}$ from the present KTV boundary-layer data is compared to $f_{(\rho u')'(\rho u')'}$ from Duan et al. (2011). (b) Contours of correlation. Thin horizontal lines mark the boundary-layer edge and approximate wake-region boundary. KTV data in red, DNS data in black.

$f_{(\rho u')'(\rho u')'}$ from Duan et al. (2011). It should be noted that the work from Duan et al. (2011) is at different conditions, $M_\infty = 2.97$, $Re_\Theta = 3030$.

Moreover, because the flow field should have forward and backward symmetry, the number of points used for the longitudinal correlation can be increased from 10 to 19 by performing the correlation in Eq. 6.3 from left-to-right and also right-to-left and concatenating the datasets. This correlation is performed for the field recorded in Fig. 6.6 for $y/\delta \approx 0.2$ and presented as Fig. 6.8(b). Thin horizontal lines in Fig. 6.8(b) mark the boundary-layer edge at $y/\delta = 1$ and also the approximate location of the wake-region boundary at $y/\delta \approx 0.41$. Contours of $f_{(\rho u')'(\rho u')'}$ as computed by DNS data from Duan et al. (2011) are plotted in black, and contours of $f_{u'u'}$ as measured from KTV data are plotted in red. The KTV data have more scatter, as expected, but the orientation of the contours is quite similar indicating that the average angle of turbulent structures is also similar.
In this section, KTV data was compared to that in the literature for a supersonic turbulent boundary layer. From this, we conclude that the nature of the incoming flow can be considered a nominal supersonic turbulent boundary layer enabling the study of shock-wave/turbulent boundary-layer interaction.

### 6.7 Shock-Wave/Boundary-Layer Interaction Results

In this section, we present the results from experiments designed to investigate turbulent, supersonic corner flows at four different angles: $8^\circ$, $16^\circ$, $24^\circ$, and $32^\circ$. This is done by fixing a wedge of the appropriate geometry in Port 2 of the M3CT (see Fig. 6.3). The root of the corner flow ($x/\delta = 0$) is placed near the center of the boundary-layer measurement location presented in section 6.6.

Fig. 6.9 shows sample KTV read exposures for each case. This is the visualization of the $5p[3/2]_1 \rightarrow 5s[3/2]^o_1$ (829.8 nm) transitions. Mach 2.8 flow is left to right and the walls in each corner flow are marked in black. These data are reduced by following the same procedure as in section 2.10 for tracing the profiles in the write and read images.

Examples of non-dimensional instantaneous velocity profiles ($u/(12U_\infty)$) are presented in Fig. 6.10. For each corner angle, we show the write location marked as a thin, vertical black line and two randomly selected, example instantaneous velocity profiles in blue and red. This is intended to visualize relative unsteadiness of each corner flow. Results are not presented within $y/\delta < 0.1$ because the signal to noise ratio was too low to provide data with high confidence. In addition, there is a missing velocity profile every 10 mm because there is a gap between the microlens arrays that yields insufficient focusing and thus low SNR.
Figure 6.9: Sample instantaneous shock-wave/turbulent boundary-layer interaction fluorescence exposures for the (a) 8°, (b) 16°, (c) 24° and (d) 32° corners, respectively. These are ostensibly boundary-layer profiles traces with a 500 ns prescribed delay between the write and read step. Major tick marks are 10 mm. Flow is left to right. Inverted intensity scale. Wall marked as black.

In Fig. 6.11, we present non-dimensional mean velocity profiles ($\bar{u}/(12U_\infty)$). For each corner angle, we show the write location marked as a thin, vertical black
Figure 6.10: Sample non-dimensional \( \frac{u}{(12U_\infty)} \), instantaneous shock-wave/turbulent boundary-layer interaction velocity profiles represented in blue and red for the (a) 8°, (b) 16°, (c) 24°, and (d) 32° corners, respectively. Thin vertical black line represents the write location. Flow is left to right.

line and the mean velocity profile as a thicker blue line. In the 8° and 16° cases, there are no clearly apparent points of inflection in mean profiles. In the 24° case, near to the root \((-0.5 \lesssim x/\delta \lesssim 0.5\)\), and to a much greater extent in the 32° case (the field of view), there appear to be clear points of inflection in the mean boundary-layer
Figure 6.11: Non-dimensional \( \left( \frac{\bar{u}}{(12U_\infty)} \right) \), mean shock-wave/turbulent boundary-layer interaction velocity profiles for the (a) 8°, (b) 16°, (c) 24° and (d) 32° corners, respectively. Thin vertical black line represents the write location. Flow is left to right. Error bars are not plotted because they are not visible at the present scale. We estimate the uncertainty as 5% in the freestream and 15% near the wall.

In Fig. 6.12(a) we show the distribution of the instantaneous normalized ve-
velocity at the root ($u_c/U_\infty$) for all corner angles. We define a parameter to quantify the flow separation as $t_s = C_s/C_T$, where $C_s$ is the number of counts (or snapshots) in which $u_c < 0$ and $C_T$ is the total number of counts. This represents the percentage of the total snapshots in which the flow near the root is separated. It is observed that for the 8° case, the flow for all practical purposes is not separated. Beginning with the 16° case, the mean of the velocity shifts to the left as separation becomes more prominent. We also show the scaling of $t_s$ with wedge angle in Fig. 6.12(b).

Contours of the normalized streamwise component of turbulent kinetic energy, $sTKE \left((u'_{RMS})^2/(2U_\infty^2)\right)$, are presented in Fig. 6.13. For each case, very close to the wall on the ramp, there is a notable increase in fluctuations. This is most likely an artifact of the residual noise from the KTV read step. Despite this, in the 16°, 24° and 32° cases, a shear layer can clearly be identified as a maximum in fluctuations along a ray inclined at an angle similar to that of the corner angle. No such shear layer was observed in the 8° case. Also superimposed on the contour plots is a white
6.8 Analysis

In this section, an analysis of the compression-corner flow experiments is presented. The compression-corner configuration is representative of the deflection of a control
surface on a vehicle in high-speed flight or in the flow path of a high-speed, air-breathing engine, therefore, it has practical value. The analysis begins with the characterization of the shear layer. We observe that it exhibits self-similar behavior, which is in agreement with previous computational work. For the study of the sTKE, a figure of merit is defined as the wall-normal integrated sTKE (sTKE), which is designed to identify turbulence amplification by accounting for the root-mean-squared (RMS) velocity fluctuations and shear-layer width for the different geometries. We observe that the sTKE increases as an exponential with compression-corner angle near the root when normalized by the boundary-layer value. Additionally, snapshot proper orthogonal decomposition (POD) is applied to the KTV results to investigate the structure of the flow. From the POD results, we extract the dominant flow structures and compare each case by presenting mean-velocity maps that correspond to the largest positive and negative POD mode coefficients. Finally, the POD spectrum reveals an inertial range common to the boundary-layer and each compression-corner flow that is present after the first $\approx 10$ dominant POD modes.

6.8.1 Shear-Layer Characteristics

To characterize the shear layers, two parameters were determined: $\theta_s$, which is the angle of the shear-layer coordinate system $(x',y')$ relative to the lab coordinate system $(x,y)$, and $x_{01}$, which is the origin of the $(x',y')$ coordinate system. The parameters were found by fitting an equation of the form $y = \tan\theta_s(x-x_{01})$ to the spatial locations of the maximum sTKE at each streamwise location. The results for the corners are overlaid on the sTKE contours in Fig. 6.13 and the values for $\theta_s$ and $x_{01}$ are given in Table 6.2. In performing this analysis it is assumed that the sTKE $(u'^2/(2U_\infty^2))$ is an acceptable surrogate for the total TKE $((u'^2 + v'^2 + w'^2)/(2U_\infty^2))$. 
In Helm et al. (2014), the researchers show that the shear layer over a 24° corner may be collapsed in a self-similar fashion. They apply a coordinate transformation to the two-dimensional velocity calculations in the lab frame to determine the velocity in the shear-layer coordinate system. Unfortunately, in this work a rotation may not be applied as the KTV measurements were one dimensional. Despite this, we use the velocity in the lab frame as a surrogate for the velocity in the shear-layer coordinate system and attempt to identify self-similarity to first approximation. In Fig. 6.14, we attempt to collapse the $\bar{v}/U_2$ and $u_{RMS}^2/U_2^2$ profiles to a single curve, where $\bar{v}$ is the mean velocity and $U_2$ is the velocity downstream of the shock as calculated by the inviscid flow relations for the measured shock angle. The similarity variable used is $\zeta = y^*/(x^* - x_{02}^*)$, where $x_{02}$ is the imaginary origin of the shear layer, which is computed by iterating until the profiles collapse. It should be noted
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Figure 6.14: (a) $U/U_2$ profiles plotted against the similarity variable $\zeta$ for the 16°, 24° and 32° corners. (b) $u_{RMS}^2/U_2^2$ profiles plotted against the similarity variable $\zeta$ for the 16°, 24° and 32° corners. $U_2$ is the downstream velocity as calculated from oblique shock relations for Mach 2.8 flow and the shock angle as measured form the schlieren images.
that unlike in Helm et al. (2014), $u'_{RMS}$ is the $x$ component of the fluctuating velocity in the $(x,y)$ coordinate system, not the $x'$ component of the fluctuating velocity in the $(x',y')$ coordinate system. Compared to Helm et al. (2014), Fig. 6.14 shows more scatter and the collapse is not qualitatively as good. Despite this, and the limitations in the analysis, self-similar behavior is apparent to first approximation.

### 6.8.2 Turbulence Amplification

In this section, we present an analysis of the sTKE in profile form (as opposed to the contours presented earlier) to identify trends in sTKE with compression-corner angle. We define a figure of merit as the wall-normal integrated sTKE at a particular streamwise location as

$$\overline{sTKE} = \int_{y_l/\delta}^{y_u/\delta} \frac{u'_{RMS}^2}{2U_\infty^2} d\left(\frac{y}{\delta}\right),$$

where the lower limit, $y_l/\delta$, is the lowest wall-normal location where KTV data was collected, and the upper integration limit, $y_u/\delta$, is the wall-normal location above which the streamwise velocity fluctuations are less than 2% of the freestream velocity, or $u'_{RMS} = 0.02U_\infty$. A threshold of 2% was chosen because it is just above the measured freestream streamwise velocity fluctuation level in this wind tunnel, which is 1.0-1.5%. The threshold, $y_u/\delta$, is presented as a white line in the TKE contours in Fig. 6.13. As such, we isolate the streamwise fluctuations in the boundary layer and the shock-wave/boundary-layer interaction from those in the wind-tunnel freestream.

<table>
<thead>
<tr>
<th>Wedge Angle (Degrees)</th>
<th>$x_{01}$ (-)</th>
<th>$\theta_s$ (Degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>-0.97 ± 0.30</td>
<td>18.2 ± 3.9</td>
</tr>
<tr>
<td>24</td>
<td>-1.24 ± 0.14</td>
<td>21.8 ± 1.9</td>
</tr>
<tr>
<td>32</td>
<td>-1.71 ± 0.27</td>
<td>26.2 ± 3.6</td>
</tr>
</tbody>
</table>

Table 6.2: Shear layer origin, $x_{01}$, and angle $\theta_s$. Uncertainties estimated as the 95% confidence intervals in the linear fits.
and the measurement noise. We note that the $sTKE$ results presented herein are relatively insensitive to the choice of this threshold in the range of 1.5-4.0%.

Ultimately, this figure of merit is designed to identify turbulence amplification by accounting for both the amplitude of the velocity fluctuations and shear-layer width for the different geometries. In Fig. 6.15(a) we present the $sTKE$ for each streamwise location. It is observed that $sTKE$ increases with increasing $x/\delta$. In Fig. 6.15(b), $sTKE$ is plotted against the corner angle at locations downstream of and at the corner. We normalize by the $sTKE$ in the boundary layer (Fig. 6.7(b)) to find the effect of compression-corner angle on wall-normal integrated streamwise turbulence amplification. The trend of $sTKE$ with compression-corner angle is found to be an exponential. The parameters for this scaling are given in Table 6.3 for the two
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**Figure 6.15:** (a) Variation of $sTKE$ along streamwise direction for $8^\circ$, $16^\circ$, $24^\circ$ and $32^\circ$ corners. Error bars shown as vertical dashed lines. (b) Scaling of $sTKE$ with wedge angle for locations at and downstream of the root, where the values at $x/\delta \approx 0$ are the averages of the points adjacent to and at the root.
locations. Sensibly, the coefficients of the exponentials in Table 6.3 are close to unity, (within experimental error) which implies no amplification at zero compression-corner angle.

<table>
<thead>
<tr>
<th>$x/\delta$ (-)</th>
<th>Fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$s\text{TKE}/s\text{TKE}_{BL} = 0.99\exp(7.91e^{-2}\theta)$</td>
</tr>
<tr>
<td>0.5</td>
<td>$s\text{TKE}/s\text{TKE}_{BL} = 0.77\exp(9.35e^{-2}\theta)$</td>
</tr>
</tbody>
</table>

### 6.8.3 Proper Orthogonal Decomposition (POD)

The proper orthogonal decomposition (POD) technique can be used to extract spatial and temporal structures from a turbulent flow field (Berkooz et al., 1993, Lumley, 1967, Taira et al., 2017). This approach decomposes the original vector or scalar field into a weighted, linear sum of basis functions, or modes. In the present work, the instantaneous streamwise velocity fields are recorded at 10 Hz so they are nominally uncorrelated in time; thus, the snapshot method of Sirovich (1987) was chosen to analyze the data.

Following the terminology in Sirovich (1987) and Stöhr et al. (2011), the streamwise velocity fields are decomposed into a mean and fluctuating component as

$$ u_i(x, y) = \overline{u}(x, y) + u'_i(x, y). \tag{6.5} $$

In the datasets presented here, there are $p$ points in the streamwise direction and $q$ points in the wall-normal direction ($M = p \times q$ total grid points) with $N$ number of snapshots ($i = 1,...,N$). The fluctuating streamwise velocity field, $u'_i(x, y)$, is reshaped into a matrix, $\mathbf{U}'$, with elements $U'_i(X_n)$ where the $n = 1,...,M$ points for each snapshot.
form a row for \( i = 1 \ldots N \) rows, so \( \mathbf{U}' \) is of dimensions \( N \times M \) and can be written as

\[
\mathbf{U}' = \begin{bmatrix}
u'_1(x_1, y_1) & u'_1(x_2, y_1) & \ldots & u'_1(x_p, y_q) \\
u'_2(x_1, y_1) & u'_2(x_2, y_1) & \ldots & u'_2(x_p, y_q) \\
\vdots & \vdots & \ddots & \vdots \\
u'_N(x_1, y_1) & u'_N(x_2, y_1) & \ldots & u'_N(x_p, y_q)
\end{bmatrix} = \begin{bmatrix}U'_1(X_1) & U'_1(X_2) & \ldots & U'_1(X_M) \\
U'_2(X_1) & U'_2(X_2) & \ldots & U'_2(X_M) \\
\vdots & \vdots & \ddots & \vdots \\
U'_N(X_1) & U'_N(X_2) & \ldots & U'_N(X_M)
\end{bmatrix}.
\] (6.6)

Where \( U'_1(X_2) \) is the value of \( u' \) at the spatial location \( X_2 \) in the 1st snapshot and so on. We assume that velocity may be written as

\[
U'_i(X_n) = \sum_{j=1}^{N} a_{ij} \phi_j(X_n).
\] (6.7)

Here, \( \phi_j(X_n) \) is the \( j \)th eigenfunction (or mode) and \( a_{ij} \) is the coefficient of the \( j \)th mode that corresponds to the \( i \)th snapshot of the velocity field. The goal is to prescribe a condition that would allow us to identify flow structures within a mode \( \phi_j \). The condition that achieves this, following Berkooz et al. (1993), is that the decomposition be optimal. Optimal here means that for a given number of modes, the decomposition will contain the most kinetic energy possible out of all possible decompositions. When this condition is met, the decomposition in Eq. 6.7 will represent the proper orthogonal decomposition. To impose the optimality condition, the Fredholm integral eigenvalue problem must be solved,

\[
\int_{\Omega} R(X_m, X_n) \phi_j(X_n) d\Omega = \lambda \phi_j(X_m).
\] (6.8)

Here, \( m \) is a free index \( (m = 1 \ldots M) \), \( \lambda \) is the eigenvalue of mode \( j \) and \( \Omega \) is the region of integration, which is the flow field space. \( R(X_m, X_n) \) is the two-point correlation.
defined as,
\[ R(X_m, X_n) = \overline{U'(X_m)U'(X_n)} \]  \hspace{1cm} (6.9)

To solve the eigenvalue problem, the integral in Eq. 6.8 must be approximated by a finite sum. This is accomplished by writing
\[ \sum_{n=1}^{M} R(X_m, X_n) \phi_j(X_n) \Delta \Omega_n = \bar{\lambda} \phi_j(X_m). \]  \hspace{1cm} (6.10)

Here, we have divided the domain into \( M \) subdivisions, each of size \( \Delta \Omega_n \). Each subdivision encompasses a spatial (measurement) location \( X_n \). To solve the eigenvalue problem in MATLAB, the matrix \( R \), whose elements are \( R(X_m, X_n) \), can be constructed from \( U' \) as,
\[ R = \frac{1}{N} U'^T U' \]  \hspace{1cm} (6.11)

and the superscript \( T \) denotes the matrix transpose. The dimensions of \( R \) are \( M \times M \). Using this, the eigenvalue problem of Eq. 6.10 can be written as,
\[ R \bar{W} \phi_j = \bar{\lambda} \phi_j. \]  \hspace{1cm} (6.12)

Here \( \bar{W} \) is a diagonal matrix of dimensions \( M \times M \) which contains the \( \Delta \Omega_n \) values for all the spatial locations and \( \phi_j \) is a \( M \times 1 \) column vector whose elements are \( \phi_j(X_n) \) \((n = 1, ..., M)\). From \( \bar{W} \) can can extract a constant \( \Delta \Omega \) and can write the eigenvalue problem as,
\[ \Delta \Omega R \bar{W} \phi_j = \bar{\lambda} \phi_j. \]  \hspace{1cm} (6.13)

Now \( \bar{W} \) contains the spatial weights of each location relative to the constant \( \Delta \Omega \) and has no units. Furthermore, we can combine \( \Delta \Omega \) with the eigenvalue \( (\lambda = \bar{\lambda}/\Delta \Omega) \) to
write,

\[ \mathbf{R} \mathbf{W} \phi_j = \lambda \phi_j. \]  \hspace{1cm} (6.14)

Note that the eigenvalue \( \lambda \) has units of \( \text{m}^2\text{s}^{-2} \) in this work. Eq. 6.14 represents the general eigenvalue problem and can be solved once \( \mathbf{W} \) is determined. In the case of this work, the laser lines are evenly spaced except at two locations in the flow field. These locations correspond to the missing velocity profiles because of the gap in the microlens array. Therefore, the spatial points in the two laser lines adjacent to the missing line have to be weighted by a factor of 1.5 more than all the other points in order to integrate over the entire domain. However, it was found that, by neglecting or adding the different spatial weights of the aforementioned points, the changes in the results were negligible, therefore, in this work \( \mathbf{W} \) was the identity matrix and the eigenvalue problem further simplifies to,

\[ \mathbf{R} \phi_j = \lambda \phi_j. \]  \hspace{1cm} (6.15)

The dimensions of \( \mathbf{R} \) are \( M \times M \), which in this work is \( \approx 2500 \times 2500 \). This a fairly large matrix whose eigenvalue computation is expensive. To address this computational cost, Sirovich (1987) suggested solving the following nominally equivalent eigenvalue problem,

\[ \mathbf{C} \mathbf{e}_j = \lambda \mathbf{e}_j. \]  \hspace{1cm} (6.16)

Where \( \mathbf{C} = (1/N) \mathbf{U} \mathbf{U}^T \), with dimensions of \( N \times N \) and \( \mathbf{e}_j \) is the eigenfunction (represented here as a column vector). In this work \( N \approx 900 \) and therefore, Eq. 6.16 is less computationally expensive than Eq. 6.15. The POD modes can be derived
from Eq. 6.16 as (Stöhr et al., 2011),

$$\phi_j(X_n) = \frac{1}{\lambda_j N} \sum_{i=1}^{N} a_{ij} U'_i(X_n). \quad (6.17)$$

The mode coefficients $a_{ij}$ are,

$$a_{ij} = e_{ij} \sqrt{\lambda_j N}. \quad (6.18)$$

The POD modes form an orthonormal set and are normalized such that,

$$\phi_i \cdot \phi_j = \delta_{ij}, \quad (6.19)$$

where $\delta_{ij}$ is the Kronecker delta and “·” denotes the vector dot product. The eigenvalues have special significance because,

$$E_{tot} = \sum_{n=1}^{M} R(X_n, X_n) = \sum_{j=1}^{N} \lambda_j \quad (6.20)$$

Consequently, each eigenvalue represents the contribution of its corresponding mode to the total energy, and in the discussion of results, the energies ($\lambda_j$), will be normalized by this $E_{tot}$.

It should be noted that in the preceding formulation, thermodynamic variables are not considered because none were measured in these experiments. Sirovich (1987) and Rowley et al. (2004) state that in a compressible flow, both the velocity and thermodynamic variables are dynamically important and should be included in the analysis. In this work, only the streamwise velocity fluctuations are measured and so the analysis is limited in this sense. However, researchers have used POD of single components of velocity to successfully examine the structure of compressible turbulent flows. For example, Murray et al. (2009) used the vertical component of
velocity to study the structure of subsonic open cavities. To estimate the effect of a compressible flow field to a first approximation, the density field is broken into pre- and post-shock values. The first value is the value in the freestream and the second is calculated from the oblique shock relations with the shock position serving as a demarcation line. Then, POD analysis is carried out for $\sqrt{\rho u'}$ (instead of $u'$), which results in eigenvalues that are representative of $\rho u'^2$, which is the turbulent kinetic energy. However, we observed that this correction did not significantly alter the structure and spectrum of the POD modes for these experiments; hence, the formulation without the density was used.

6.8.4 Eigenvalue Spectrum of POD

In this section, we present and discuss the eigenvalue results from applying the snapshot POD method to the KTV data reported in earlier sections. In Fig. 6.16(a), we present the cumulative fractional energy versus mode number. For each case, the first mode accounts for $\approx 20 - 30\%$ of the $E_{tot}$ (Eq. 6.20) and the first 6-10 modes capture approximately 60\% of the $E_{tot}$ in the flow. No clear trends as to the fraction of energy of the first mode or the cumulative fractional energy can be found between the different flow-fields investigated in this work.

The eigenvalue spectrum is plotted for each case in Fig. 6.16(b). Moser (1994) and Knight and Sirovich (1990) suggest that the POD eigenfunctions are a good set of basis functions with which to form an inertial-range spectrum for inhomogeneous, turbulent flows, as is the case here. The famous inertial-range scaling due to Kolmogorov (Kolmogorov, 1941) is

$$E \propto \epsilon^{2/3} k^{-5/3}, \quad (6.21)$$
where \( E \) is the energy per scalar wavenumber, \( \epsilon \) is the dissipation rate, and \( k \) is the wavenumber. Stated equivalently

\[
\mathcal{E} \propto \epsilon^{2/3} k^{-11/3},
\]

(6.22)

where \( \mathcal{E} \) is the energy per vector wavenumber. Knight and Sirovich (1990) argue that the wave number is proportional to the mode number as \( k \propto j^{1/3} \), and so in the inertial range the eigenvalues scale as

\[
\lambda_j \propto j^{-11/9},
\]

(6.23)

which is represented in Fig. 6.16(b) as a dashed line. Knight and Sirovich (1990) also state that the inertial range will be shorter by a factor of three in equivalent wave number space (measured in decades). The differences between the different spectra presented here are modest for mode numbers \( j < 100 \), above which the noise from the measurement technique may play a role.

The authors initially expected an appreciably different eigenvalue spectrum when comparing each case because of how dissimilar and inhomogeneous the flow fields are. For example, the 32° corner flow is inhomogeneous in the streamwise and wall-normal directions and has a relatively large separated region. This is in contrast to the boundary-layer flow, which is attached and inhomogeneous in only the wall-normal direction, yet the spectra are similar. However, upon close inspection, the first few POD modes do not clearly scale as \( j^{-11/9} \), and these modes contain the structures (inhomogeneity and separation) which strongly modify the mean flow; this will be evident in the forthcoming presentation of the POD modes.

This scaling of the eigenvalues is similar to that found in Piponniau et al.
Figure 6.16: (a) The cumulative fraction of energy, $\sum \lambda_j/E_{tot}$. (b) The fraction of energy of each mode, $\lambda_j/E_{tot}$. The black line is the mode number raised to the (-11/9) power as suggested in Knight and Sirovitch (Knight and Sirovich, 1990).

(2012) where a POD analysis was performed on PIV results from an induced-shock-wave/turbulent boundary-layer interaction. Piponniau et al. (2012) report a smaller observed value of the roll off ($\lambda \propto j^{-0.9}$) which may be due to the fact that: 1) the flow field is not the same (impinged-shock/boundary-layer interaction vs. corner flow); 2) it is understood that the wall-normal component of fluctuating velocity tends to have a flatter spectrum in high-speed wall-bounded boundary layers than does the streamwise component (Brooks et al., 2018) and Piponniau et al. (2012) utilized both streamwise and wall-normal velocities in their analysis vs. only streamwise in the present analysis; and 3) the measurement technique was PIV in Piponniau et al. (2012) vs. KTV in the present work.

6.8.5 POD Coefficients and Modes of 24-Degree Corner Flow

Here, we will discuss the 24° corner flow case in detail because it is often explored in other literature. In Fig. 6.17(a), we present the first POD mode coefficients
\(a_{i1}/\sqrt{E_{tot}}\) for the 24° corner flow. We do not observe any clear trends in time for this or any POD mode. Additionally, we do not observe any clear phenomena when constructing phase portraits (two different POD mode coefficients plotted against one another), or transforming the POD mode coefficients into frequency space. One reason for not observing any interesting phenomena, such as the low-frequency dynamics discussed in Clemens and Narayanaswamy (2014), is a lack of temporal resolution. The laser repetition rate for this experiment is fixed to 10 Hz dictating a Nyquist frequency of 5 Hz, which is far slower than the characteristic time scales of this flow.

The sample distribution of energy for the first POD mode of the 24° corner flow is presented in Fig. 6.17(b). There are no observable biases about the mean to within experimental error. Also in this figure, we mark the locations corresponding to 1.5 standard deviations \((1.5\sigma)\) of the \(|a_{i1}|\) samples which have the largest magnitude; we will use the samples that correspond to these large coefficient values (positive and negative) to gain insight into the mean-flow behavior exhibited by the POD modes.

The first six POD modes for the 24° corner flow are shown as contours of \(\phi_j\) in the first row of Fig. 6.18. To illustrate the effect of the different POD modes on the mean-flow, the mean streamwise velocity of snapshots that correspond to the largest positive and negative mode coefficients is presented in the second and third rows of Fig. 6.18, respectively. That is, in the second row of Fig. 6.18, we present the mean of the streamwise velocity of the snapshots corresponding to samples falling above 1.5 standard deviations of the POD mode coefficient distribution \((+1.5\sigma \text{ of } a_{i1})\). And, in the third row of Fig. 6.18, we present the mean of the streamwise velocity of the snapshots corresponding to samples falling below 1.5 standard deviations of the POD mode coefficient distribution \((-1.5\sigma \text{ of } a_{i1})\).

The first POD mode, \(\phi_1\), of the 24° corner flow case appears in the first row of
Figure 6.17: First POD mode coefficients for 24° corner flow. (a) Coefficients for POD mode $j = 1$, $a_{i1}$ vs. sample number. (b) Sample distribution of coefficients for mode $j = 1$. Vertical black bars mark 1.5 standard deviations (1.5$\sigma$) indicating large magnitude coefficients $|a_{i1}|$.

The first column in Fig. 6.18. Inspecting the mean velocity field associated with large values of the mode coefficients, it appears that this POD mode is associated with large-scale filling (+1.5$\sigma$ of $a_{i1}$, second row, first column of Fig. 6.18) and complete collapse (−1.5$\sigma$ of $a_{i1}$, third row, first column of Fig. 6.18) of the separation bubble at the root of the corner. The second POD mode, ($\phi_2$, second column of first row) appears to be the separation bubble oscillating in the streamwise direction as evidenced by the POD mode and the associated mean velocity fields associated with the large mode coefficients ($\pm$1.5$\sigma$ of $a_{i2}$). It appears that there is a sloshing, or shift in the streamwise direction of high and low momentum fluid. The third POD mode ($\phi_3$, third column of first row) appears to be smaller-scale separation-bubble filling and collapse in comparison with $\phi_1$. There is an additional flow feature: when the flow is separated, there is a momentum surplus in the region immediately above the separation location and when the separation bubble is collapsed, there is a momentum
Figure 6.18: Snapshot POD analysis for the 24° corner flow. Each column corresponds to one of the first six POD modes marked by the mode number $j$ and the fraction of energy associated with each mode in %. Top row: POD modes for the 24° corner flow are shown as contours of $\phi_j$. Middle row: the mean streamwise velocity of snapshots with the largest positive mode coefficients (samples falling to right of $+1.5\sigma$ in Fig. 6.17). Bottom row: the mean streamwise velocity of snapshots with the largest negative mode coefficients (samples falling to left of $-1.5\sigma$ in Fig. 6.17). A solid white line denotes the boundary between positive and negative streamwise velocity. A dashed white line denotes the mean shock location.

deficit in the same region. This is potentially indicative of snapshots where the separation bubble is in the process of filling or collapsing. Modes $\phi_4$ and $\phi_5$ (fourth and fifth column of first row, respectively) appear to be harmonics of modes $\phi_2$ and $\phi_3$, respectively. Mode $\phi_6$ (sixth column of first row, respectively) is difficult to interpret, but could be a harmonic of $\phi_4$. Higher order modes, not pictured here, indicate increasingly smaller structures within the boundary layer and shock layer. In some of the higher modes, there are thin structures which appear close to the mean shock location, but these structures are associated with POD modes containing less than 1% of the TKE in the flow. That is, the energy associated with fluctuations from the mean-shock location are small relative to the fluctuations associated with the dynamics of the separation bubble.
6.8.6 Comparison of POD Analysis Between Cases

The POD analysis applied to the 24° corner case that was presented in Fig. 6.18 is also applied to the boundary-layer, 8° corner, 16° corner, and 32° corner cases and presented in Figs. 6.20, 6.21, 6.22, and 6.23, respectively.

Several characteristics of the POD analyses are common among each of the cases. For all cases, the POD modes only register interesting content within the boundary layer and shock layer. This is a sensible result as the freestream disturbances are small and incoherent relative to the disturbances within the shock and boundary layers. For mode number higher than approximately $j = 10$, the POD modes are difficult to distinguish from one case to another, besides the obvious change in boundary geometry. That is, the disturbances evident in the high order POD modes appear quite similar between cases in terms of distribution, amplitude, and length scale. To illustrate this point, the 30th POD mode ($\phi_{30}$) is presented in Fig. 6.19 for each of the cases. The qualitative observation of commonality of the higher POD modes is also evident in the spectra of the eigenvalues presented in Fig. 6.16 (right). The initial thought was that the commonality of the higher order modes was due to noise in the measurement technique, which is also common among all cases. However,

Figure 6.19: Comparison of the 30th POD mode ($\phi_{30}$) among the boundary-layer and 8°, 16°, 24°, and 32° corner flows, from left to right, respectively. A dashed white line denotes the mean shock location.
Figure 6.20: Snapshot POD analysis for the boundary-layer flow. Each column corresponds to one of the first six POD modes marked by the mode number \( j \) and the fraction of energy associated with each mode in \%. Top row: POD modes are shown as contours of \( \phi_j \). Middle and bottom row: the mean streamwise velocity of snapshots that correspond to the largest positive and negative mode coefficients, respectively.

the signal-to-noise ratio appears sufficient at high mode number (Fig. 6.19).

Several characteristics of the POD analyses are dissimilar between the cases. In contrast to the 16°, 24° and 32° corner cases, the first POD of the 8° corner does not appear to indicate a relatively large separation bubble. Additionally, in the 24° and 32° cases, the shock wave appears to extend the upper boundary of where turbulent structures appear in the flow (Fig. 6.19, fourth and fifth panel from left). This is juxtaposed to the 8° and 16° cases where this is not readily observed (Fig. 6.19, second and third panel from left).
Figure 6.21: Snapshot POD analysis for the $8^\circ$ corner flow. Top row: POD modes are shown as contours of $\phi_j$. Middle and bottom row: the mean streamwise velocity of snapshots that correspond to the largest positive and negative mode coefficients, respectively. A dashed white line denotes the mean shock location.

Figure 6.22: Snapshot POD analysis for the $16^\circ$ corner flow. Top row: POD modes are shown as contours of $\phi_j$. Middle and bottom row: the mean streamwise velocity of snapshots that correspond to the largest positive and negative mode coefficients, respectively. A dashed white line denotes the mean shock location.
Figure 6.23: Snapshot POD analysis for the $32^\circ$ corner flow. Top row: POD modes are shown as contours of $\phi_j$. Middle and bottom row: the mean streamwise velocity of snapshots that correspond to the largest positive and negative mode coefficients, respectively. A dashed white line denotes the mean shock location.

6.9 Conclusions

The incoming boundary layer and shock-wave/boundary-layer interactions over four compression corners at $M_\infty = 2.8$ were investigated using one-dimensional KTV in the M3CT. The focus of this study was the effect of compression-corner angle on streamwise turbulent kinetic energy (sTKE) and structure in Mach 2.8 flow. This canonical flow may be observed in practice as the deflection of a control surface on a vehicle in high-speed flight or in the flow path of a high-speed, air-breathing engine.

Typical Z-type schlieren images were recorded for each compression-corner flow to address concerns about potential tunnel-starting issues in the M3CT. We found no such tunnel-starting issues and made fits to the mean initial shock-wave angle. These data agreed with data in the literature, which built confidence in studying these geometries in the M3CT.
For the incoming boundary layer, data from ten mean- and fluctuating-velocity profiles spanning $\approx 11 \text{ mm}$ or $x/\delta \approx 1.1$ in the streamwise direction were reduced and compared to data from the literature. These comparisons included Van Dierest I scaling, Morkovin scaling of the streamwise velocity fluctuations, and longitudinal correlations. Comparisons are favorable between the KTV data collected in this work and experimental and computational data from the literature. From this, we concluded that the incoming flow could be nominally treated as a canonical supersonic, turbulent boundary layer and investigations of shock-wave/turbulent boundary-layer interactions could commence.

For the shock-wave/turbulent boundary-layer interactions, data from $\approx 20$ mean- and fluctuating-velocity profiles spanning $\approx 22 \text{ mm}$ or $x/\delta \approx 2.1$ were recorded for compression-corner angles of $8^\circ$, $16^\circ$, $24^\circ$, and $32^\circ$. This was an effective demonstration of extending the application of tagging velocimetry into a complex flow field.

For the $16^\circ$, $24^\circ$, and $32^\circ$ cases, the shear layer near the root of interaction region was identified by fitting a coordinate system to the maxima of $s\text{TKE} = (u'_{\text{RMS}}^2/(U_2^3))$. To a first approximation, we observed the shear-layer profiles were self-similar by using the streamwise fluctuations in the lab frame as a surrogate for streamwise fluctuations in the shear-layer frame, which was the approach in Helm et al. (2014).

In an effort to identify trends of longitudinal turbulent stress with compression corner angle, we defined a figure of merit termed the wall-normal integrated $s\text{TKE}$, $\overline{s\text{TKE}}$. This figure of merit is intended to identify the overall longitudinal turbulent stress contained in the flow at different $x/\delta$ locations, which should be relatively easy to compare between other experimental and computational studies. Because $\overline{s\text{TKE}}$ is the wall-normal integrated value, it will capture the amplitude of $u'_{\text{RMS}}^2/(2U_\infty^2)$, in
addition to the effect of the width of the shear layer in each case. We observe that the wall-normal integrated sTKE \( \overline{\text{sTKE}} \) scales as an exponential with respect to the compression-corner angle.

Proper orthogonal decomposition (POD) of the streamwise velocity data was used to examine the structures and spectra in the flow. Knight and Sirovich (1990) and Moser (1994) suggest that the POD eigenfunctions are a good set of basis functions with which to form an inertial-range spectrum for inhomogeneous, turbulent flows, and such a spectrum was identified in this work. That is, we found the POD eigenspectra to scale as \( \lambda_j \propto j^{-11/9} \) which is analogous to the famous inertial-range scaling due to Kolmogorov (Kolmogorov, 1941) \( \left( E \propto \epsilon^{2/3}k^{-5/3} \right) \). At POD mode number greater than \( \approx 10 \) there was an initially unanticipated similarity between the eigenspectra considering how dissimilar and inhomogeneous each case is (e.g., the boundary-layer flow vs. the 32° corner flow). However, upon close inspection, the first few POD modes do not clearly scale as \( j^{-11/9} \), and these modes contain the structures (inhomogeneity and separation) which strongly modify the mean flow. Following the first \( \approx 10 \) modes, the similarity of the inertial range is apparent between each case.

To identify the modification of the mean flow due to each POD mode, we presented the mean streamwise velocity of the samples which correspond to the POD mode coefficients falling above and below 1.5 standard deviations \( \pm 1.5\sigma \) of \( a_{ij} \). We observed that the first several modes are somewhat similar between each compression corner case (with the exception of the 8° corner where the flow was mostly attached). These first POD modes contain most of the kinetic energy and are those that modify the mean flow, giving rise to features such as separation bubble filling/collapse and oscillation.
Chapter 7

Preliminary KTV-2D Compression-Corner Flow Results

7.1 Introduction

In this section, the first implementation of two-dimensional KTV (KTV-2D) experiments is presented for turbulent boundary-layer flow and flow over a 24-degree compression-corner. The experiments were also carried out in the M3CT at the same run conditions as in chapter 6, listed in Table 6.1, using KTV scheme 2. The raw KTV data was reduced using the spatial correlation method outlined in section 2.10.2. These experiments are significant in that they provide confidence in the ability to use KTV-2D to measure the wall-normal velocity component and extract information such as vorticity and streamline position.

Results are presented for mean and fluctuating velocity profiles (streamwise and wall normal), mean velocity vectors, mean streamlines and contours of the turbulent kinetic energy. We observe that the streamwise component of the velocity in the boundary layer agrees well with the literature and previous KTV work. However, a consistent bias was noted in the wall-normal velocity component in the boundary-layer and compression corner flows and we provide an explanation and correction for this bias. This bias will easily be eliminated in future experimentation (it was a result of procedure, not an issue inherent in the technique). Furthermore, we note that the wall-normal data are more scattered, which is linked to the intersection angle of the laser lines. Finally, the turning angle of the flow over the 24-degree compression corner flow matches the result from classical inviscid theory, bringing confidence to the results.
7.2 Laser Setup

The laser setup was the same as in chapter 6, except with some modifications to the write laser beam. For KTV-2D measurements, the write-laser beam was split into two beams with a beam splitter designed for use with a 193 nm Excimer laser (Lambda Research XPR-SWI-4002U-50R-193-45U). To evenly split the laser beams the beam-splitter mount was rotated slightly about the vertical axis. The two beams were directed into the test section with 1 inch 5th-harmonic Nd:YAG laser mirrors (IDEX Y5-1025-45) and focused to several narrow waists in the test section with a $f = 100$ mm fused-silica microlens array (SUSS MicroOptics Nr. 18-00127) to form the lines in the streamwise direction and a $f = 100$ mm fused-silica cylindrical lens to focus the lines in the spanwise direction. The intersections of the waists created by each beam created a grid of points where measurements could be made. Neglecting losses from the mirrors, lenses, and windows, we estimate that the energy per write line was approximately 300 µJ/pulse. No adjustments were made to the read laser beam for the KTV-2D experiments.

7.3 Boundary-Layer Results

Here, we present data from the boundary-layer experiments. It was noted during the data reduction stage that the values calculated for the wall-normal velocity, $v$, were biased high. This bias was present in all the data taken and the average value was 57 m/s ($\approx 1$ pixel/s). Because we know that in the boundary layer $\overline{v}$ is approximately zero, this bias was removed by subtracting 57 m/s from all the $v$ values in the data.

The same bias appeared in all the data sets; therefore, we feel confident that it is most likely a systemic issue. We believe that the test section moves slightly on
wind tunnel start up, which induces the wall-normal velocity bias. As such, it can be removed without loss of accuracy, at least in this preliminary work. The write images in the future should be taken with the tunnel on, or a write/read pair should be taken for each exposure. When the bias affects both “write” and “read” images, it gets subtracted out since we consider only relative displacements between the image pairs in the data reduction process. The tunnel movement does not affect the streamwise component of velocity because the slight test section movement is vertical; furthermore, no spurious results have been evident in the KTV-1D streamwise-velocity measurements done in the M3CT to date.

Fig. 7.1 shows sample KTV read exposures for the boundary-layer experiments. This is the visualization of the $5p[3/2]_1 \rightarrow 5s[3/2]_{10}^o$ (829.8 nm) transitions. Mach 2.8 flow is left to right. Compared to the one-dimensional measurements, we were not able to resolve the velocity as close to the wall, due to lack of sufficient SNR. Furthermore, three sets of experiments were carried out, with the location of the laser grid in Fig. 7.1 different for each. This allowed us to gather data at more points in the flow.

Figure 7.1: KTV-2D fluorescence image for boundary-layer experiments. Thick black bars denote 10 mm. Inverted intensity scale. Flow is left to right.
In Fig. 7.2, the non-dimensional mean velocity profiles, $\bar{u}$ and $\bar{v}$, for the boundary layer are shown. For comparison, the pitot derived velocity profile and the computational results from (Devenport and Schetz, 1998) (denoted as VT applet) are also presented.

Fig. 7.2 shows that $\bar{u}$ agrees well with both the pitot and the computational results. Accurate data down to $y = 250$ µm were recorded. However, $\bar{v}$ is significantly noisier. This can be attributed to the small magnitude of $\bar{v}$ in the boundary layer. A small magnitude of $\bar{v}$ translates to a small wall-normal displacement of the intersections in the laser grid in the KTV fluorescence images, which in this work was less than one pixel. This small displacement makes the data reduction technique less accurate, since a displacement of one pixel can also be attributed to the noise in the signal. Furthermore, the intersection angle in the laser grid used for this work was 140 degrees, which in hindsight was not appropriate for wall-normal measurements. Following Gendrich and Koochesfahani (1996), the ratio of the wall-normal to streamwise displacement uncertainty, $\Delta y/\Delta x$, monotonically increases with in-
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Figure 7.2: (a) Non-dimensional $\bar{u}$ profile. Velocity derived from pitot probe measurements sown in red. (b) Non-dimensional $\bar{v}$ profile. Velocity from computational results of (Devenport and Schetz, 1998) shown in green and denoted as “VT applet”
creasing intersection angle. An intersection angle of 0 corresponds to a horizontal line, where the determination of $\Delta x$ is ill posed and the uncertainty in $\Delta y$ is a minimum. Increasing the angle to 90 degrees (orthogonal lines) makes $\Delta y/\Delta x \approx 1$. A further increase results in an increase of $\Delta y/\Delta x$ until 180 degrees (vertical lines), at which point the determination of $\Delta y$ is ill posed. At the angle in this work (140 degrees), $\Delta y/\Delta x \approx 4$ (Gendrich and Koochesfahani, 1996). This coupled with the already small magnitude of $\Delta y$, resulted in significantly more scatter and noise in the wall-normal measurements. In future work the intersection angle should be kept close to 90 degrees for making equally accurate measurements in the streamwise and wall-normal directions. For comparison, displacement of the intersections in the $x$ direction, $\Delta x$, is on the order of 10 pixels, and is measured more accurately, given that it is not within the noise.

The $u$ data are compared to the logarithmic law, $U^+ = 1/0.41ln(y^+) + 5.2$ in Fig. 7.3 by applying the Van Driest I transformation with $y^+ = \rho_wu_\tau y/\mu_w$ and $U^+ = U/\mu_\tau$. Following Bradshaw (1977), Huang and Coleman (1994), the Van Driest transformation is written as,

$$U^+_{VD} = \left[ \sin^{-1}\left( \frac{R(U^+ + H)}{\sqrt{1 + R^2H^2}} \right) - \sin^{-1}\left( \frac{RH}{\sqrt{1 + R^2H^2}} \right) \right] / R \quad (7.1)$$

with $R = M_\tau \sqrt{(\gamma - 1)Pr_i/2}$, $H = B_q/((\gamma-1)M_\tau^2)$, $M_\tau = u_\tau/c_w$ and $B_q = c_f\rho_eU_e(T_w-T_r)/(2Pr_c\rho_wu_\tau T_w)$ (Schlichting, 2000)(assuming Reynolds analogy holds).

The data agrees well with the logarithmic law and the results from Brooks et al. (2016). Fig. 7.4 shows the root-mean-squared (RMS) values of the fluctuating velocity components. Again, the data for $u'_{RMS}$ are significantly less noisy than the data for $v'_{RMS}$ and show a clear trend. The $v'_{RMS}$ results appear to be of the same order
as $u'_\text{rms}$, which is likely because of the insensitivity to small displacements of the reduction algorithm, as explained before. When the Morkovin scaling is applied to the fluctuating velocities, $u'_{\text{RMS}}$ agrees well with results from literature, however, $v'_{\text{RMS}}$ is still uncharacteristically large. All these indicate that the streamwise measurements in KTV-2D are reliable, since the plots indicate a canonical supersonic turbulent boundary layer as in the one-dimensional work (see chapter 6). Further refinement to the setup is required for accurate wall-normal measurements.

Figure 7.4: (a) Non-dimensional $u'_{\text{RMS}}$ profile. (b) Non-dimensional $v'_{\text{RMS}}$ profile.
7.4 24 Degree Compression Corner Results

In this section, the results for the flow over the 24-degree wedge are presented. The freestream conditions are the same as the boundary layer experiments and are listed in Table 6.1. As in the boundary layer case, the same positive bias was detected in the \( v \) component of the velocity and it was removed.

Fig. 7.6 shows a sample KTV read exposure for the flow over the 24 degree...
compression-corner. This is the visualization of the $5p[3/2]_1 \rightarrow 5s[3/2]^0_1$ (829.8 nm) transitions. Mach 2.8 flow is left to right. As in the KTV-2D boundary-layer experiments, we were not able to resolve the velocity as close to the wall as in the one-dimensional measurements. Furthermore, as before, three sets of experiments were carried out, with the location of the laser grid in Fig. 7.6 different for each. This allowed us to gather data both upstream and downstream of the compression corner.

Fig. 7.7 shows the mean velocity vectors and mean streamlines, with respect to the normalized coordinates. The wedge tip is located at the origin and the wedge is shown as a solid black line. The mean shock position (as measured by schlieren) is shown as a dashed black line. The data show that the turning angle is between 12 and 15 degrees for the various points near the shock. The value predicted by inviscid theory for the measured local shock angle of 32 degrees is 12.7 degrees. Hence, there is good agreement between the data and the predicted value. The data for $v$ agrees better with expected results for the wedge because the wall-normal displacement after the shock of the intersections is $\approx 2$ pixels (compared to less than 1 pixel for the boundary-layer measurements), which is no longer in the noise. That
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Figure 7.7: (a) Mean velocity vectors. (b) Mean streamlines. Wall and wedge marked as solid black line. Mean shock position as dashed black line.
is, the wall-normal velocity component in the flow over the wedge is large enough to be distinguished from the noise, which was not the case in the boundary-layer measurements.

In Fig. 7.8, contour plots of the normalized turbulent kinetic energy are shown. These results agree with previous KTV work in the flow over a wedge (Mustafa et al., 2017). The value and location of the maximum normalized turbulent kinetic energy

Figure 7.8: (a) Streamwise turbulent kinetic energy, $\left( \frac{u'_{RMS}}{\sqrt{2}U_\infty} \right)^2$, contour. (b) Wall-normal turbulent kinetic energy, $\left( \frac{v'_{RMS}}{\sqrt{2}U_\infty} \right)^2$, contour. (c) Total turbulent kinetic energy, $\left( \frac{(u'_{RMS})^2 + (v'_{RMS})^2}{\sqrt{2}U_\infty^2} \right)$, contour. (d) Turbulent kinetic energy at $x = 0$ (wedge tip). Wall and wedge in black, mean shock position as dashed black line.
in Fig. 7.8(c) roughly agree with those reported by Helm et al. (2014), which was however, at different conditions ($\text{Re}_\Theta = 2900$). More data closer to the wall would be highly desirable.

7.5 Conclusions

KTV-2D was performed for the first time in a turbulent boundary layer and the flow over a 24-degree wedge. The tagged tracer atoms were created with a grid of intersecting laser lines. The data was reduced via a correlation algorithm which tracked both the streamwise and wall-normal displacement of the intersection points in the grid.

There was a consistent bias in the $v$ velocity of $\approx 57$ m/s in all the data sets. It was determined to be an issue with the procedure (not the KTV technique) and was removed. In future KTV-2D work, this problem can be mitigated by performing the "write" step with the tunnel on or using the dual image feature of the camera.

The results for $u$ were comparatively better than results for $v$ because of the relatively small wall-normal velocity and large grid angle. Furthermore, we believe that the intersection angle of the laser grid, which was $\approx 140$ degrees, could be reduced for more accurate measurements of $v$. An angle closer to 90 would give better results because it will make it easier to locate the intersections with equal accuracy in the streamwise and wall-normal directions.

The boundary layer results showed that measurements of $u$ were accurate, in that the resulting velocity profiles were representative of a canonical supersonic turbulent boundary layer. This is in agreement with the one-dimensional KTV work. Accurate measurements of $v$ require further refinement of the experimental setup.
The data for the flow over a 24-degree wedge agreed well with inviscid theory in terms of the turning angle. The measurements of \( v \) were more accurate in this case as the wall-normal velocity in the flow over a wedge is higher than in the boundary layer over a flat plate. A larger magnitude of \( v \) made the data reduction step easier since the wall-normal displacement of the intersection was no longer within the nose of the image.

These preliminary results provide confidence in the goal of utilizing KTV-2D to analyze supersonic compression-corner flows. Two-dimensional measurements will allow for quantifying the turbulence amplifications, trends in total turbulent kinetic energy and calculation of streamlines. Further work on KTV-2D is forthcoming.
Chapter 8

Conclusions and Future Work

At the outset, the goals were to design a new measurement technique for use in large-scale hypersonic facilities, and to study novel supersonic and hypersonic flow physics. To achieve this goal, we leveraged atomic physics and laser technology to advance the KTV technique. In this work, we showed measurements in ADEC Hypervelocity Tunnel 9 (T9) freestream at Mach numbers of 10 and 14 to demonstrate the value to test and evaluation efforts. These KTV measurements were the first direct measurements of velocity in that facility. To study fundamental flow physics, we made detailed measurements in a Mach 2.8 SWBLI. KTV enabled modal analysis of the velocity field and turbulence amplification characterization, resulting in a better understanding of the physics in supersonic compression-corner flows.

In the future, KTV holds great promise for making measurements in long-duration supersonic/hypersonic facilities and high-enthalpy hypersonic impulse facilities. We have shown that KTV can be used to make new, detailed, and accurate measurements in previously inaccessibly flows. Furthermore, we believe that KTV could be used to measure time-resolved turbulence characteristics at high Mach numbers. The data in the literature and presented in this thesis suggests that the write and read steps could be performed with advanced laser technology. The write step could be performed by ultra-fast lasers (Richardson et al., 2017) or a tunable form of a burst-mode laser (Slipchenko et al., 2012). Additionally, we showed that the read step could be simplified by the use of a laser diode, or, in some cases, eliminated completely. Use of such lasers would allow for high repetition rates, which would enable us
to resolve higher frequency content in turbulent flows. Furthermore, these advanced lasers would alleviate the timing issues associated with the 10 Hz Nd:YAG/Dye-Laser mentioned in section 4.5.
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