
T
ribology is the science and technology of contact-
ing solid surfaces in relative motion, including the
study of lubricants, lubrication, friction, wear, and
bearings. It is estimated that friction and wear cost
the U.S. economy 6% of the gross national product

[1]. For example, 5% of the total energy generated in an
automobile engine is lost to frictional resistance. The study
of nanoscale friction has a technological impact in reducing
energy loss in machines, in microelectromechanical systems
(MEMS), and in the development of durable, low-friction
surfaces and ultra-thin lubrication films.

Friction between contacting surfaces is a longstanding
and crucially important scientific problem, which is
characterized by the interplay of energy, stress, and
chemistry at many length scales. To understand fric-
tion and to meet technology needs, knowledge from
the fields of chemistry, material science, physics,
mathematics, and engineering must be applied. Fun-
damental scientific questions include how energy is
dissipated in nonequilibrium processes and how the
course of energy dissipation can be intentionally con-
trolled. The road map between friction, which is an
ensemble-averaged quantity, and molecular-level
dynamics remains open. These issues are relevant to
the development of energy-efficient technologies, such as
ultra-thin lubricant films for ultra-high-temperature lubri-
cation as well as for control and manipulation of frictional
properties during sliding.

Friction is intimately related to both adhesion and wear,
which are nonequilibrium, multiscale phenomena, from the
atomic level to the molecular level to the microscopic level.

As such, multidisciplinary studies are required to reveal
the nature of sliding on a variety of surfaces (smooth or
rough; elastic, viscoelastic, or plastic; dry or lubricated) that
possess different types of chemistry. Some of the outstand-
ing issues and questions are the following:

» experimental and theoretical elucidation of the linear
characteristics of friction at or near an equilibrium
and their relation to statistical-mechanical theories of
solids and liquids at equilibrium
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» elucidation of the nonlinear characteristics of fric-
tion away from an equilibrium and their relation to
theories of complexity and modern computational
resources

» development of theory beyond empiricism that can
explain and predict why lubricating molecules of
one chemical structure are more effective than others
in lowering friction forces

» design of tribological surfaces with desired frictional
properties, that is, principles for surface engineering,
as well as control of frictional properties during slid-
ing in order to achieve desired friction characteristics

» friction and lubrication under extreme conditions,
such as high-temperature or nonequilibrium, includ-
ing phenomena such as stick-slip boundary condi-
tions at the macroscale, triboluminescence, and
quantum effects in tribology.

In light of these challenges, our focus in this article is on
modeling and control of friction so that the closed-loop
frictional dynamics produce a desired motion. In particu-
lar, we describe the model systems, formulate a control
problem, present two control strategies, and conduct
detailed analyses of single-particle dynamics in both the
open-loop and closed-loop systems.

FRICTION CONTROL AT THE NANOSCALE
Sliding friction can be significantly reduced or increased
by applying small perturbations [2]–[9]. The effect of
small perturbations on frictional dynamics is a conse-
quence of the highly nonlinear nature of this phenome-
non. A wide variety of stable and unstable equilibria may
exist depending on the system parameters. Using a sur-
face-force apparatus modified to measure friction forces
while inducing normal (perpendicular to the surface)
vibrations of one of the sliding surfaces, load- and fre-
quency-dependent transitions between various dynamical
friction states can be observed [4]. Moreover, these obser-
vations reveal regimes of extremely low friction, which is
highly desirable for many applications. The effect of peri-
odic and random surface oscillations on frictional proper-
ties is studied in [7]–[9] using an atomic force microscope
(AFM). Since [10], the AFM has been widely used to mea-

sure frictional properties of materials at the atomic scale
[11], [12]. As in the surface-force apparatus experiment
[4], a significant reduction in the friction force and
extremely low friction are observed when one of the slid-
ing surfaces is subjected to small amplitude oscillations,
both normal (perpendicular to the sliding surfaces) and
lateral (parallel to the sliding surfaces) [6], [8], [9], [13]. In
addition, surface roughness and thermal noise due to
vibrations of the atoms on the surface are expected to play
a significant role in the development of control strategies
at the micro and nanoscales [14], [15].

Despite experiments in support of theoretical modeling,
fundamental questions on how to control friction are open
[16]. In this article, two types of feedback controllers,
namely, non-Lipschitzian control [17] and Lyapunov-
based control, are investigated. We show that the friction
force can be significantly reduced using feedback control.
With the help of nonlinear control theory, closed-loop sta-
bility is analyzed and subsequently verified using numeri-
cal simulations. The frictional dynamics are assumed to be
described by the Frenkel-Kontorova (FK) model, which is
the subject of the next section.

THE FRENKEL-KONTOROVA MODEL
The Frenkel-Kontorova model describes the dynamics of a
chain of particles, whose interactions are between the near-
est neighbors and are subjected to an external potential.
The complexity of this model, which can be used as a gen-
eral framework for describing friction [1], ranges from a
simplified one-dimensional model, to two- and three-
dimensional models, and finally, to a full set of molecular
equations. In addition, the FK model is applied in [18] to
various physical systems, including sliding friction, charge-
density waves, magnetic spirals, and absorbed monolayers.

As reviewed in [18], the FK model can be traced back
to the model studied by Prandtl and Dehlinger in 1928
and 1929. This model, which was independently intro-
duced by Frenkel and Kontorova in 1938, can be derived
for the chain of particles depicted in Figure 1. The equa-
tion of motion for this one-dimensional array of N identi-
cal particles moving on a surface can be derived from
Newton’s laws of motion as [18]
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FIGURE 1  The Frenkel-Kontorova model. This model describes a harmonic chain (mimicking a layer of nanoparticles) in a spatially
periodic potential (mimicking the substrate). The chain is driven by a constant force, and the dynamics are damped by a velocity-
proportional damping.
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mẍi + γ ′ẋi = −∂U(xi)

∂xi
− ∂W(xi − xj)

∂xi
+ f ′ + η(t),

i = 1, . . . , N, (1)

where xi is the displacement of the ith particle, m is the
mass of each particle, γ ′ > 0 is the friction coefficient char-
acterizing the energy exchange between a single particle
and the substrate, f ′ is the externally applied force, η(t) is
the thermal noise forcing, U(xi) is the potential applied by
the substrate, and W(xi − xj) is the particle-interaction
potential. These potentials arise from various physical ori-
gins, such as the van der Waals potential [19].

We assume that the substrate potential is spatially peri-
odic and has the form

U(xi) = 1
2
�

N∑
i=1

(
1 − cos

2πxi

a

)
, (2)

where � > 0 is an energy constant, and a > 0 is the period.
The particle-interaction potential is assumed to take the form 

W(xi − xj) = 1
2

K
N−1∑
i=1

(xi+1 − xi − b)2, (3)

where K > 0 is a constant, and b is the equilibrium inter-
atomic distance. We further assume that the same force is
applied to each particle and that the noise is absent, hence
η(t) = 0. Defining the dimensionless phase variable
zi = (2πxi/a) and dimensionless time τ = √

(2�/m)(π/a)t,
the equation of motion (1) reduces to the dimensionless sim-
plified FK model [18], [20]

z̈i + γ żi + sin(zi) = f + Fi, (4)

where γ = (γ ′a2/
√

2m�π2), f = ( f ′a/π�), κ = (Ka2/2�π2),
and Fi is the nearest neighbor interaction force, which has
the form

Fi = κ(zi+1 − 2zi + zi−1), i = 2, . . . , N − 1, (5)

with the free-end boundary conditions

F1 = κ(z2 − z1), FN = κ(zN−1 − zN). (6)

Various experimental techniques are used to gain funda-
mental insights into friction. These techniques include the
surface-force apparatus (SFA), quartz-crystal microbalance
(QCM), and AFM. The FK model is applicable to QCM
experiments, where a one- or two-dimensional system of
interacting atoms slides over the periodic substrate potential.

CONTROL PROBLEM FORMULATION
Control at the nanoscale presents many challenges. Due
to strict  confinement and additional constraints,

nanosystems are not readily accessible and not all parti-
cles can be targeted or controlled individually. For the
nanoparticle system, the accessible quantities include
the position zcm and velocity vcm of the center of mass of
the particles given by

vcm = 1
N

N∑
i=1

żi, zcm = 1
N

N∑
i=1

zi.

A control variable u(t) representing a dimensionless
external force is added to the system model (4) to obtain,
for i = 1, . . . , N, [20]

z̈i + γ żi + sin(zi) = f + Fi + u(t). (7)

As a feedback control, u(t) can be a function of only the
accessible quantities vcm and zcm. The control problem
based on the model (4) is thus to design a feedback control
law of the form 

u = u(vtarget, vcm, zcm), (8)

such that vcm tends to vtarget, where vtarget is the constant
commanded velocity of the center of mass of the particles.

Without the control term u(t), (7) can exhibit complex
dynamics, including rest, periodic stick-slip, chaotic stick-
slip, and periodic sliding [20]. The control objective is to
achieve smooth sliding of the system so that the effects of
dynamic friction are reduced.

FEEDBACK CONTROL STRATEGIES
Several feedback control strategies are studied in the litera-
ture for the control problem formulated above [20], [21].
Here, we describe and compare two representative
schemes.

Non-Lipschitzian Control
The feedback control algorithm considered in [20] is based
on the concept of a terminal attractor, which is usually
associated with non-Lipschitzian dynamics. The non-Lip-
schitzian control law is given by

u(t) = β(vtarget − vcm(t))ξ , (9)

where β is a positive constant, ξ = 1/(2n + 1), and n is a
positive integer. The form of ξ ensures that (9) has a real
solution.

The control law (9) causes the velocity of the center of
mass vcm to converge to the targeted value vtarget in finite
time. These properties can be illustrated using the concept
of terminal attractor [22], [23]. For instance, for ξ = 1/7, the
control has the equivalent gain

du(t)
dvcm(t)

= −1
7
β(vtarget − vcm(t))−

6
7 , (10)
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which approaches −∞ as vcm tends to vtarget. This “infinite
attraction power” of the non-Lipschitzian attractor makes it
possible to achieve finite-time convergence [24], [17].

When the commanded velocity vtarget is close to the
average velocity of the center of mass of the particles in an
uncontrolled system, the control law (9) may drive the sys-
tem to the average velocity of the uncontrolled system
instead of vtarget. To achieve the commanded velocity of the
center of mass, the control (9) is modified in [20] as

u(t) = β(vtarget − vcm(t))ξ − ρ(vav(t) − vcm(t))ξ sgn((vav(t)

− vcm(t))(vcm(t) − vtarget))H[r − ‖vtarget − vav(t)‖],

(11)

where vav(t) is the running average of vcm(t), that is,
vav(t) = (1/ t)

∫ t
0 vcm(τ )dτ, and H(·) denotes the unit step

function. The second term in (11) is a repelling force,
which drives the trajectory toward the commanded veloci-
ty. This effect of the controller is illustrated by the simula-
tion results shown in the next section. 

The control (11) provides a feedback scheme for stabi-
lizing the system (7). Numerical simulations show that
this controller has the advantage of fast response time
with small control effort. On the other hand, its disad-
vantages are that it can attract the velocity to only a
vicinity of the commanded value and that persistent
fluctuations may be present, as shown in the simulation
results of the next section. 

Control Design Using Lyapunov Stability Methods
Motivated by [20], a smooth control is designed in [21]
using Lyapunov’s direct method. Define the tracking-
error variables

ei1 = żi − vtarget t, ei2 = żi − vtarget, (12)

and the average tracking-error variables 

e1av = zcm − vtarget t, e2av = vcm − vtarget. (13)

Then, the dynamics of the averaged tracking-error system
can be written as 

ė1av = e2av (14)

ė2av = − 1
N

N∑
i=1

sin(ei1 + vtarget t)

− γ (e2av + vtarget) + u(t). (15)

Note that the particle-interaction terms Fi(·) are canceled in
(14) and (15).

It is shown in [21] that a smooth feedback control for
the average-error system is given by 

u(t) = − f + γ vtarget − k1(zcm − vtarget t)

− k2(vcm − vtarget) + sin(vtarget t), (16)

where k1 and k2 are positive constants. The control law (16)
is synthesized through stability analysis of the closed-loop
system using Lyapunov theory. That is, considering the
quadratic Lyapunov-function candidate

V(t, eav) = 1
2

e2
1av + 1

2
(c1e1av + e2av)2, (17)

where c1 > 0, it follows that, under the control law (16),
the time derivative of V along the trajectory of the closed-
loop average dynamics satisfies 

V̇ ≤ −c1

[
e2
1av + c1(e1av + e2av)2

]
+ 1

c2
, (18)

where c1 and c2 are related to the control parameters k1
and k2 by 

k1 = c2
1 + c1c2 + 1, k2 = 2c1 + c2 − γ. (19)

Note that c1 and c2 can be adjusted through the selec-
tion of k1 and k2 and that (18) is negative definite for large
values of the tracking errors. The inequality (18) guaran-
tees that the average-error states e1av and e2av are uni-
formly bounded [25], [26]. Further analysis of the
inequality (18) provides an ultimate bound b on e1av and
e2av given by [27]

b =
√

λmax(P)

c1c2λ
2
min(P)

, (20)

where λmax(P) and λmin(P) are the maximum and mini-
mum eigenvalues of P, respectively, and P is the positive-
definite matrix defined by

P =
[

1 + c2
1 c1

c1 1

]
.

Note that there is a tradeoff between the size of the ulti-
mate bound and the control effort, while tracking errors
for the average system become smaller than the ultimate
bound after a finite time.

To make the error state (e1av, e2av) converge to zero, the
control law (16) can be modified as

u = − f + γ vtarget − k1(zcm − vtarget t) − k2(vcm − vtarget)

+ sin(vtarget t) − 2sgn(ξ), (21)

where sgn(ξ) is the signum function defined as sgn(ξ) = 1
for ξ > 0, sgn(ξ) = −1 for ξ < 0, and sgn(ξ) = 0 for ξ = 0.
With the switching term 2sgn(ξ) in (21), the time deriva-
tive of the Lyapunov function is negative definite, which
ensures asymptotic stability of the zero solution of the
closed-loop system. Note that the control (21) is again
non-Lipschitzian.
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The Lyapunov argument outlined above provides a
systematic design method for synthesizing stabilizing con-
trol laws. Control laws (16) and (21) guarantee ultimate
boundedness and asymptotic stability of the error state,
respectively. The control parameters are directly related to
the system performance, and precise control can be
achieved. In contrast, switching control can cause chatter-
ing along the switching surface [28].

CHARACTERIZATION OF CONTROL PERFORMANCE
Numerical simulations are performed for the non-Lipschitz-
ian and Lyapunov-based controllers. For the non-Lip-
schitzian control (11), Figure 2 shows the convergence of
the velocity of the center of the mass to several command-
ed values. Persistent oscillations are present, while the
amplitude of the control is relatively small compared to
the control law shown in Figure 3.

Figure 3 shows the performance of the Lyapunov-based
control (16). It can be seen that, with the price of higher
control effort, oscillations are eliminated.

Since the objective of the control is to achieve the
constant velocity vtarget, the increase in kinetic energy
of the system (7) is (1/2)mv2

target. Figures 2 and 3 show
that the time average of the control is close to zero,
which indicates the level of energy spent to sustain the
kinetic energy.

ANALYSIS OF SINGLE-PARTICLE DYNAMICS
Since the average position and velocity of the center of
mass are considered in the control design, the motion of
the individual particles must be considered. We first inves-
tigate the open-loop stability properties of the particles.

Local Stability of Open-Loop Systems
It follows from (4) that the equilibrium positions of the
individual particles without external force ( f = 0) are
given by

FIGURE 2  Performance of the non-Lipschitzian control (11) for a 128-particle system. Control is initiated at t = 2000. The blue lines show the
time series of the center-of-mass velocities, while the red lines show the control input. The parameters are
γ = 0.1, κ = 0.26, f = 0.3, α = 0.25, and ξ = 1/7. All of the quantities are dimensionless.
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zi = liπ, żi = 0, li = 0,±1,±2, . . . . (22)

Since f = 0, (4) can be expressed in the state-space form

ẋi1 = xi2, (23)

ẋi2 = − sin xi1 − γ xi2 + Fi, (24)

where i = 1, 2 . . . , N, xi1 = zi, xi2 = żi, and Fi is the nearest
neighbor interaction force.

Linearizing (24) around its equilibrium points
(xi1, xi2) = (liπ, 0) and stacking all of the state-space equa-
tions yields the state-space model

ẋ = Ax + BFx, (25)

where x = [x11 − l1π x12 x21 − l2π x22 . . . xN1 − lNπ xN2]T ,

A = IN ⊗ Ap, B = IN ⊗ Bp, F = Q ⊗ [κ 0], (26)

Ap =

⎧⎪⎨
⎪⎩

[
0 1

−1 −γ

]
, for li = 2kπ, k = 0,±1, . . . ,[

0 1
1 −γ

]
, for li = (2k + 1)π,

(27)

Bp =
[

0
1

]
, Q =

⎡
⎢⎢⎢⎢⎢⎣

−1 1 0 . . . 0
1 −2 1 0 . . .

...

0 . . . 1 −2 1
0 . . . 0 1 −1

⎤
⎥⎥⎥⎥⎥⎦ , (28)

⊗ is the Kronecker product, and IN is the N × N identity
matrix.

It follows from

BF = (IN ⊗ Bp) (Q ⊗ [ κ 0 ])

= (INQ) ⊗ (
Bp [ κ 0 ]

) = Q ⊗
[

0 0
κ 0

]

that all of the eigenvalues of BF are zero. In fact, the lin-
earized system (25) includes coupling between the neigh-
boring particles. Connectivity of the particles can be
described by the bidirectional graph shown in Figure 4,
whose Laplacian matrix [29] is −Q. Recall that the Lapla-
cian matrix LG is defined by LG = D − A, where A is the
adjacency matrix with diagonal entries zero and off-diago-
nal entries aij = 1 if there is a link from node i to node j,
otherwise aij = 0; D is the degree matrix with diagonal
entries dii = ∑n

j=1 aij and off-diagonal entries 0.
It can be seen that each isolated subsystem has an

asymptotically stable equilibrium at (2kπ, 0) and an unsta-
ble equilibrium at ((2k + 1)π, 0). In fact, without particle
interaction, (24) becomes that of a damped pendulum
equation, where the equilibrium (2kπ, 0) corresponds to
the asymptotically stable downward position, and the

equilibrium ((2k + 1)π, 0) corresponds to the unstable
upward position [25]. The question naturally arising is
whether the stability properties are the same in the pres-
ence of particle interactions.

To answer this question, we examine the matrix A + BF
in (25). Since A is block diagonal, we use a similarity trans-
formation to make A + BF block diagonal. Since Q is sym-
metric, there exists an orthogonal transformation matrix T
such that T−1QT = D, where D is a diagonal matrix of
eigenvalues of Q. Hence, 

(T ⊗ I2)−1(BF)(T ⊗ I2) = D ⊗
[

0 0
κ 0

]
. (29)

Block diagonalization (29) can be used to determine sta-
bility. Q is a row-sum-zero matrix all of whose off-diago-
nal entries are negative, and −Q is positive semidefinite. It
follows that the eigenvalues of Q satisfy [29], [30]

μ1 ≤ μ2 ≤ · · · ≤ μN−1 ≤ μN = 0. (30)

Consequently, the diagonal matrix D has nonpositive
diagonal entries. Since 

(T ⊗ I2)−1A(T ⊗ I2) = (T−1INT) ⊗ (I2ApI2)

= IN ⊗ Ap = A, (31)

it follows that

(T ⊗ I2)−1(A + BF)(T ⊗ I2) = H, (32)

where H is the block diagonal matrix with diagonal entries 

Hii =

⎧⎪⎨
⎪⎩

[
0 1

−1 + μiκ −γ

]
, at equilibrium (2kπ, 0),[

0 1
1 + μiκ −γ

]
, at equilibrium ((2k + 1)π, 0).

(33)

FIGURE 4  Connectivity of the particles. This bidirectional graph
shows a nearest neighbor structure, whose Laplacian matrix is
strongly connected. The property is used to establish local stability
of the open-loop system.
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It is estimated that friction and wear

cost the U.S. economy 6% of the gross

national product. 

Authorized licensed use limited to: Stevens Institute of Technology. Downloaded on November 20, 2008 at 13:20 from IEEE Xplore.  Restrictions apply.



It follows from (30) that H has negative eigenvalues at
the equilibrium (2kπ, 0) and at least one positive eigenval-
ue at others. We thus conclude that, in the absence of exter-
nal forces, the particle array is asymptotically stable at
(2kπ, 0) and unstable at ((2k + 1)π, 0) with and without
particle interactions.

Stability of Single Particles 
in the Closed-Loop Tracking System
After the discussion on open-loop stability, we turn our
attention to the dynamics of individual particles under
the tracking control (16). Figure 5 shows individual-parti-

cle dynamics in a three-particle tracking control system.
While the velocity of the center of mass asymptotically
tracks the commanded velocity vtarget = 1.5, the individ-
ual particles oscillate.

We use Lyapunov methods to analyze the closed-loop
error system. Given the tracking error variables in (12), the
state-space model of the closed-loop system under control
(16) is given by

ėi1 = ei2, (34)

ėi2 = −γ ei2 + Fi − k̄1

(
N∑

i=1

ei1

)
− k̄2

(
N∑

i=1

ei2

)

+ [
sin(vtarget t) − sin(ei1 + vtarget t)

]
, (35)

where k̄1 = k1/N, and k̄2 = k2/N. The system (34) and (35) is
linear except for the sinusoidal terms, which can be treated
as nonlinear perturbations. Following the analysis of the
open-loop system, it can be shown that the linear part of the
system (35) is locally asymptotically stable. Then, using
robust control techniques [26], we can obtain stability condi-
tions for the closed-loop system. Specifically, if the friction
coefficient κ and the particle-interaction parameter γ satisfy

κ >
1

−μN−1
, γ >

vtarget

2(−μN−1κ − 1)
, (36)

where μN−1 is the second largest (nonpositive) eigenvalues
of the matrix Q, and the control parameters are chosen to
satisfy 

k1 > 1, k2 > max
{

vtarget

2k1
− γ, 0

}
, (37)

the equilibrium (0, 0) of the error system for individual
particles (34) and (35) is locally asymptotically stable. To
illustrate this result, Figure 6 shows individual particle tra-
jectories in a three-particle tracking system.

This result is a sufficient condition for stabilizing
individual particles along the commanded trajectories,
which is consistent with the physical intuition that indi-
vidual particles are stabilized in their nominal sliding
positions when particle interactions are strong enough
such that particle interactions are repulsive and the
potential between the particles and the substrate is suf-
ficiently strong to lock the phase variables to their nom-
inal  posit ions.  These stabil izing conditions are
sufficient and may be conservative.
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FIGURE 5  Particle dynamics of the average system tracking the
commanded average velocity vtarget = 1.5. (a) The phase variables
of individual particles and (b) the velocities of individual particles.
The dynamics of each particle oscillate, although the averaged sys-
tem is Lyapunov stable.
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Despite experiments in support of theoretical modeling,

fundamental questions on how to control friction are open.
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CONCLUSIONS
In this article, motion control in the presence of friction at the
nanoscale has been studied using the Frenkel-Kontorova
model. Two feedback control design methods have been pre-
sented, namely, non-Lipschitzian control and Lyapunov-
based control. These control algorithms can be directly
applied to quartz-crystal microbalance experiments. For
atomic force microscopy and surface-force apparatus experi-
ments, a modification of the algorithms can reduce friction
forces. In addition to the analysis of average friction quanti-
ties, individual particle motions in both open- and closed-
loop systems have been investigated. Under additional
conditions on the system parameters, individual particles can
also be stabilized. Future research is needed on experimental
implementation and testing of these control algorithms.
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