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Abstract

Estimating the covariance sequence of a wide-sense stationary process is of fundamental impor-
tance in digital signal processing (DSP). A new method, which makes use of Fourier inverting the
Capon spectral estimates and is referred to as the Capon method, is presented in this paper. It is
shown that the Capon power spectral density (PSD) estimator yields an equivalent autoregressive
(AR) or autoregressive moving-average (ARMA) process, hence the exact covariance sequence
corresponding to the Capon spectrum can be computed in a rather convenient way. Also, with-
out much accuracy loss, the computation can be significantly reduced via an approximate Capon
method that utilizes the fast Fourier transform (FFT). We show by using a variety of ARMA
signals that the Capon covariance estimates are generally better than the standard sample covari-
ance estimates and can be used to improve the performances in the DSP applications that are
critically dependent on the accuracy of the covariance sequence estimates.
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1 Introduction

Covariance sequence estimation is a ubiquitous task in digital signal processing. A standard
technique for estimating the covariance sequences is the so-called the standard sample covariance
esttimator. The standard covariance estimates are consistent provided that the given signals are
ergodic to the second order. However, there is a major concern of using the standard estimator
due to the unrealistic windowing of the observed data it assumes; that is, it assumes that the data
beyond the observed duration either is zero or repeats itself periodically. Partly for this reason,
there have been several attempts in the literature to derive more accurate covariance estimates
than the standard ones. A notable example is the approach based on the Burg autoregressive
(AR) spectral estimator. However the so-obtained covariance estimator turned out to be even
less accurate than the standard sample covariance estimator [1]. To be more exact, the Burg
approach was shown to have larger variances than the standard method. Another approach, which
has generated a whole new research direction, relies on the maximum likelihood (ML) principle
[2]. However, the ML estimation of covariance sequences is a computationally involved problem
and there are several theoretical questions about its solution that are yet to get a satisfactory
answer. Apparently, there exist no compelling alternatives to the standard method that can be
recommended for general use.

In this paper we present a new method, namely the Capon method, for covariance sequence
estimation. The Capon method obtains the covariance sequence estimates by Fourier inverting the
Capon power spectral density (PSD) estimates. There are basically two Capon PSD estimators,
referred to as Capon-1 [3] [4] and Capon-2 [5] in this paper. We find that, while Capon-2 is capable
of finer spectral resolution around the peaks of a spectrum, it is generally a globally poorer spectral
estimator than Capon-1. We hence concentrate our interest on Capon-1 for covariance sequence
estimation in this paper. Since the Capon spectra, i.e., the PSD estimates, are shown to be
equivalent to AR or autoregressive moving-average (ARMA) spectra, the inversion procedure for
computing the exact covariance sequences corresponding to the Capon spectra can be implemented
in a rather convenient way. (Note that the calculation of the covariance sequences corresponding to
the Capon spectra is an interesting problem by itself.) We also present an FFT-based approximate
method to compute the covariance sequences from the Capon spectra. It has been found that the
approximate method provides covariance estimates that are almost identical with those obtained
by the exact method, while the computational complexity is greatly reduced.

Since our primary interest is to apply the Capon method as well as the standard approach to
ARMA signals, a few typical ARMA signals having a variety of pole and zero locations are studied
in our numerical examples. The studies show that considerable improvements are attained by the
new Capon method.

The Capon covariance estimation method can be readily used in many applications. One
important class is the ARMA spectral estimation. Since most ARMA spectral estimators rely
on the Yule-Walker equations to determine the AR coeflicients, it may be expected that the
better the covariance estimates used, the more accurate the AR coefficient estimates yielded. We
examine how the Capon covariance estimates can be used with the overdetermined modified Yule-
Walker (OMYW) method [6] [7] to compute more accurate AR coefficients. We find that the
performances of the usage are critically dependent on the pole and zero locations and generally
better AR coefficient estimates are obtained by using the Capon covariance estimates than by the
standard ones. Another application discussed in this paper is the moving-average (MA) model
order determination by making use of the Capon and the sample covariance estimates, where we



find that the former performs better than the latter.

2 Standard Covariance Estimator and Outlook

With no other assumptions made on the signal under study, except for assuming the second order
ergodicity, there are two ways to obtain the standard sample covariances of the signal, namely,
the biased and the unbiased covariance estimators. However, the biased covariance estimator is
more commonly used since it provides smaller mean-squared errors (MSE) than the unbiased one
and guarantees the covariance estimates to be positive semidefinite [8].

The biased sample covariance estimator of a wide-sense stationary signal with zero-mean has
the form

1 N—-k
R = UK, k=01 K 1)
where {y(n)}N_; are the observed data samples, N is the number of samples, #(k) denotes the

estimate of the covariance function r(k), K is the largest lag desired (0 < K < N — 1), and (-)*
denotes the complex conjugate. Note that (1) is asymptotically unbiased.

The estimator given in (1) is consistent if the ergodicity assumption is satisfied. A study on
whether the standard sample covariance estimator is also asymptotically statistically efficient, i.e.,
whether it asymptotically achieves the Cramér-Rao bound (CR bound), has been undertaken in
[9]. Let y(t) be an ARMA(p,q) signal. If p > ¢, then the sample covariance estimate 7(k) is
asymptotically statistically efficient if and only if 0 < k < p — ¢; in particular, for AR processes of
order p, 7(k) is asymptotically efficient for 0 < k < p, but inefficient for all other k. If p < ¢, none
of #(k) is asymptotically efficient; in particular, none of 7#(k) is asymptotically efficient for an MA
process.

It is known that the sample covariance sequence {7(0),...,7#(N — 1),0,0,...} and the data
periodogram constitute a Fourier transform pair. It is also known that the periodogram is a
statistically inefficient (in fact inconsistent) estimator of the PSD [8]. This observation suggests
that better covariance estimators might be obtained by Fourier inverting better PSD estimators.
However, this is not necessarily so. Briefly stated, the reason is that the Fourier transform and
the inverse Fourier transform are integral transforms and hence small errors in one domain may
be associated with large errors in the other domain or vice versa. The fact that the covariance
estimates in (1) are consistent whereas the periodogram is not illustrates this observation. Also
note that, while the Burg estimate of the PSD is typically more accurate than the periodogram,
the corresponding Burg estimate of the covariance sequence is generally poorer than (1) [1].

In spite of the fact briefly discussed above, in the following we consider estimating the co-
variance sequences by inverting a PSD estimate that is often much more accurate than the peri-
odogram, namely the Capon PSD estimate. Like the periodogram, no model is assumed in the
Capon PSD estimator, which makes it more robust than the parametric estimators in many sit-
uations. Although it has lower spectral resolution than the AR spectral estimator, it generally
exhibits less variance than the latter [4] [8]. Another reason that we consider the Capon PSD
estimator is that it does not exhibit the so-called correlation matching property [8] [10]; that is,
the inverse Fourier transform of the Capon PSD estimates does not yield the same covariance se-
quences used to obtain the Capon PSD estimates. This fact allows us to obtain a new covariance
estimator from the Capon spectra.



3 Capon Spectral Estimator

The Capon spectral estimator belongs to the class of filterbank approaches. Filterbank approaches
to power spectral estimation are generally implemented as follows: (a) the observed signal is passed
through a bandpass filter with varying center frequency w (the steering frequency); (b) the output
power in the filter’s passband is measured; (c) the power spectral estimates are obtained by
dividing the measured power by the equivalent bandwidth of the filter. Hence from the viewpoint
of the filterbank analysis, the spectral estimation is a problem of filter design subject to some
specific constraints [5]. The constraints adopted in the Capon method are that the signal at the
current steering frequency w is passed undistorted (with unit gain) and that the output power of
the overall frequency domain is minimized. It has been shown that by choosing such constraints,
the Capon filter is actually a matched filter [11] [12].

Consider an (M + 1)-tap finite impulse response (FIR) filter given by
W = ho b1 ..o b |, (2)

where ()H denotes the conjugate transpose. The output of the filter, at time n, when the input
is the raw data sequence {y(n)}, is given by

y(n)
M n—1
yr(n) = Z hmy(n —m) = h# v , ) = hily(n). (3)
m=0 .
y(n — M)

Let R denote the covariance matrix of the data vector y(n); that is, R = F {y(n)yH(n)}, where
E{-} denotes the expectation operator. Then the power of the filter output can be written as

E{lyr(n)]’} = " Rh. (4)

The filter frequency response is given by
M .
H(w) = Z hpe ™ = hHa(w), (5)
m=0

where a(w) is the steering vector defined by
, 4 T
aw) =1 e . M| (6)

with ()7 denoting the transpose.
The Capon method uses a bandpass filter satisfying

h = arg m}in h’Rh, subject to hfa(w) =1. (7)
The solution of (7) is standard and is given by [8]:

R la(w)
h= all (w)R-la(w)’




Inserting (8) into (4) gives the filter output power

E{lur(m)’} = aH(w)Plrla(w)' )

Let 3 denote the bandwidth of the filter given by (8). Then the Capon PSD estimate has the form

- B{lyrm)’} 1
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(10)

Since the (equivalent) time-bandwidth product is equal to unity, one way is to choose (3 as the
reciprocal of the temporal length of the Capon filter; that is

1

b=+t (11)

By choosing the filter bandwidth as given by (11), we obtain the so-called Capon-1 PSD estimator
[4] [8]: N
Capon-1: p(w) = A+ , (12)
af (w)R la(w)

where R is the sample covariance matrix (to be discussed later on).
Another more elaborate choice of 3 is obtained as the equivalent bandwidth of |H (w)[?, where

H(w) is the filter’s frequency response defined in (5) [5]. This specific bandwidth choice leads to
the Capon-2 PSD estimator [5] [8]:

Capon-2: p(w) = - § (13)

There are several ways to calculate the sample covariance matrix R. A simple one is the
Toeplitz and Hermitian matrix formed from {7(j —i)},4,7 =0,..., M, where 7(k) is obtained by
using (1). Since the forward-backward method generally achieves better estimation performance
than the forward-only method as well as the Toeplitz and Hermitian R. [8] [10], we use the following
sample covariance matrix:

. 1 N

b= sw-m n:%ﬂ {0y (n) + Iy* ()y" (m)3} (14)

where J denotes the exchange matrix whose cross diagonal elements are ones and all the others
are zeros. To make sure that R™! exists, we must have M < N/2.

Burg showed that the inverse of Capon-1 spectrum is equal to the average of the inverses
of the estimated AR spectra of orders from 0 to M [13]. This observation reveals the fact that
Capon-1 has less statistical variation as well as lower spectral resolution than the AR estimator. A
similar but more involved relationship between Capon-2 and the AR estimators was derived in [8].
Theoretically, the performance of Capon-2 is hard to quantify. However, it is generally believed
that Capon-2 possesses finer resolution and hence is a better spectral estimator than Capon-1 [5].
We will show here, with a typical example, that even though Capon-2 has better resolution locally
around the power peaks, it is globally a more biased estimator than Capon-1. Our experience also



shows that Capon-2 generally gives much poorer covariance estimates than Capon-1. Therefore,
Capon-2 is not recommended for covariance sequence estimation.

To illustrate the above claim, consider an ARMA (4,2) signal

y(n) = 2.76y(n —1) — 3.809y(n — 2) + 2.654y(n — 3) — 0.924y(n — 4)
+e(n) — 0.9e(n — 1) + 0.81e(n — 2), (15)

where e(n) is a real white Gaussian random process with zero-mean and unit variance. The
Capon-1 and Capon-2 spectral estimates with N = 256 and M = 50 are shown in Figure 1(a),
where the dashed curve stands for the true PSD of the ARMA signal, while the solid and the
dashdotted lines, respectively, indicate the Capon-1 and Capon-2 estimates. It is obvious that
Capon-2 is highly biased and suffers from a significant power loss. This observation has also been
made with other signals, especially if the signal is a narrowband signal. An explanation of this
behavior follows.

The calculation of the filter bandwidth in Capon-2 is applicable only if the Capon filter is a
narrowband filter. Recall that the Capon method aims to find the Capon filter that minimizes the
total output power of the overall frequency band while passes the current frequency w undistorted.
No effort has been taken to make sure that the Capon filter is narrowband. Let the lobe of the
Capon filter frequency response where the current frequency of interest w is located be called as
the mainlobe, while all the others are called the sidelobes. It has been found that the steering
frequency w is not necessarily at the maximum or the center of the mainlobe [8] [11]. Furthermore,
if the input signal is a narrowband signal, there may exist “sidelobes”, located at frequency bands
where the power level of the input signal is low, that are even larger than the “mainlobe” of
the Capon filter frequency response. Note that the large “sidelobes” do not make any significant
contributions to the filter output power so that the filter design criterion is still satisfied; that is,
the output power is minimized, while the frequency response at w is one. In all these cases, the
Capon filter is not a narrowband filter and hence it calculates an overestimated filter bandwidth.
Hence the Capon-2 PSD estimates become highly biased. However, it is interesting to note that
Capon-2 does possess higher resolution capability, around the power peaks, than Capon-1. This
is better illustrated in Figure 1(b), which shows the PSD estimates of the same ARMA signal as
used in Figure 1(a) but with N = 32 and M = 10. The Capon-1 estimator cannot resolve the two
power peaks this time, while Capon-2, albeit biased, still can.

For the reasons above, we do not consider using Capon-2 for covariance sequence estimation
in the sequel.

4 Capon Covariance Estimator

We describe below how the Capon PSD estimates can be Fourier inverted in a rather convenient
manner yielding the Capon covariance sequence estimates. The study of the covariance sequences
corresponding to the Capon spectra is an interesting endeavor by itself, which apparently has not
been undertaken in the literature before. We also present an approximate but computationally
more efficient method to calculate the Capon covariance estimates from the Capon PSD estimates.



4.1 Exact Method

Lemma 1 Let T' = {T;;} € CM+DxXM+D) g let a(w) = [1 e ™ ...e M7 then

M
a (w)la(w) = Z pse', (16)
s=—M
where
min(M+s,M)
Hs = Z Pk,k—s' (17)
k=max(0,s)

If T is Hermitian, then pus = p* ..

Proof: See Appendix A.

It is obvious that whenever T is non-negative definite we have a’’ (w)T'a(w) > 0 for any w.
Thus a’’ (w)Ta(w) is a valid power spectrum. Furthermore, Lemma 1 indicates that in such a case
1/af (w)T'a(w) is in fact the power spectrum of an Mth-order AR process. Consequently, Capon-1
yields an equivalent AR(M) process (whereas Capon-2 yields an equivalent ARMA(M, M) pro-
cess). By making use of (17), we can find the coefficients of the equivalent AR process. The
calculation of the exact covariance sequences from the AR coefficients is a standard problem and
can be solved, for example, via the inverse Levinson-Durbin algorithm (See [8] [10] and the ref-
erences therein for more details). Hence the implementation of the Capon method for covariance
estimation runs as outlined below:

Step 1: Pick up a value for M (M < N/2) and compute R by (14).

Step 2: Compute j, associated with I' = R~ by (17). Factorize >M_ / jime
using the Newton-Raphson algorithm) and obtain the (minimum-phase) spectral factor.

me (say, by
Step 3: Compute the corresponding covariance sequence {ftemp(k)} from the spectral factor
(or, equivalently, the AR model) by, for example, the inverse Levinson-Durbin algorithm.
While using the Fourier inverting method for covariance estimation, it is necessary that the
integral of the PSD estimate over all frequencies gives a good estimate of the signal power; oth-

erwise there may be scaling errors in the covariance estimates. So after Step 3, we use a power
compensation approach to obtain our ultimate Capon covariance estimates. Our final estimates

{fCapOn(k)} have the form A .
5 Ttemp

& k) =P, 18
TCapon( ) Oftemp(o)’ ( )
where Py is the estimated power of the signal
N
- 1
Py==<" [y (19)
N n=1

4.2 Approximate Method

Since the Capon-1 spectrum is equivalent to an AR spectrum, the covariance sequence can be
computed exactly as described above. With some accuracy loss, the computational demand of the



Capon method can be reduced. According to the Wiener-Khintchine theorem, we have

1 |
r(k) = o /_7r P(w)e*dw. (20)
We can rewrite (20) as
1 2w X
r(k) = o Jo H(w)e dw. (21)

Let N > N, and let the Capon spectrum be evaluated at wyp = 27/ N; that is, we calculate
o(wr), n=0,. — 1. Then we can approximate the computation of the covariance sequence
corresponding to <Z>( ) by the following equation

() = 1273 et LS G )eton (22)
T _27r]\_fﬁ:0 wne _Nﬁ: wne y

which can be evaluated by using FFT. Since the error in approximating the integration by the
summation above is O(1/N), the errors introduced are quite small for large enough N. Our
computer simulations also confirm this observation.

The evaluation of ¢(ws) in (22) by directly using (12) is computationally burdensome. We
can instead make use of (16) as follows. Since R™! is Hermitian, by Lemma 1 we have p, = p* .
Then

M

(M+1)¢  wa) = D pse™

s=—M

M 0

— Zusezswﬁ + Z Msezswn — Lo
s=0 s=—M
M M

= D e g
s=0 s=0

= ¢ (wn) + ¢1(wn) — o, (23)
where _
N-1 '
= Z pre” e, (24)
s=0

which, again, can be evaluated by using FFT with zero-padding, i.e., us = 0, fors = M +
1,...,N —1.

4.3 Computational Aspects

We briefly discuss the computational aspects of the standard method and the Capon method for
covariance sequence estimation. Recall that K, M, and N denote the largest lag of the covariance
estimates, the length of the Capon filter, and the number of data samples, respectively. Assume
that the data is real, N > K, N > M, and K =~ M. Then the standard method involves
approximately 2K N flops. (A flop here is defined as a floating point operation; that is, a flop is
either a floating point addition or a floating point multiplication.)



The number of flops needed by the exact Capon method is difficult to determine. For a
moderate M, say N/6 < M < N/3, we find that the computationally most demanding part of
the exact Capon method is the spectral factorization. Since the algorithm (Newton-Raphson)
used to find the minimum-phase spectral factor is iterative, the number of flops needed is hard to
quantify. Another significant computational demand is the calculation of the sample covariance
matrix (14), which involves approximately 2(N — M )(M +1)% +4(M +1)3 flops. However, we note
that the amount of computations needed by the factorization is much larger than that needed for
computing the sample covariance matrix for a moderate or large M.

The approximate Capon method no longer needs to perform the spectral factorization, and
the computational demand is greatly reduced. The approximate Capon method requires approxi-
mately 2(N — M)(M + 1)%2 + 6(M + 1)3 flops, a large part of which comes from the computation
of the sample covariance matrix R.

To illustrate quantitatively the computational burdens of the above three methods, we show a
few simulation results in Table 1, where we define ( as the ratio of the flops needed by the exact
or approximate Capon method to that corresponding to the standard method. We remark that
we did not pay special attention to the coding of the algorithms, hence the numbers provided here
should be only taken as indicative of the computational complexities of the methods.

5 Numerical Results

In this section, we present numerical examples showing the performance of the Capon method
for covariance estimation. The first problem addressed is the ARMA covariance estimation. A
variety of ARMA signals with different pole and zero locations are generated to compare the
performances of the standard and the Capon methods. We also consider AR coefficient estimation
of the ARMA signals by using the Capon and standard covariance estimates. Finally, we give an
example illustrating the MA model determination with the standard and Capon methods.

5.1 ARMA Covariance Estimation

First we comment on the generation of the ARMA signals. To eliminate the initial transient caused
by improper initialization of the ARMA system we proceed as follows. Given the coefficients of
an ARMA (p,q), we can determine the covariance matrix (see e.g., [8])

r(0) @ - orlp=1)

(25)
Fp-1) o (1) r(0)

We use C!/2e as the initial condition for the ARMA system, where e € CP*! is a zero-mean
Gaussian random vector with identity covariance matrix.

Four ARMA signals are chosen for our study. In the selection of these ARMA signals, efforts
have been made to make them representative of a large class of ARMA signals. The coefficients
of the ARMA signals are listed in Tables 2. The pole and zero diagrams are shown in Figures
2(a) to 2(d). Figures 3(a) to 3(d) give the PSD’s of the ARMA signals, while Figures 4(a) to 4(d)
show the corresponding covariance plots for these signals.



One critical choice is the value of the Capon filter length M. If M is too large and approaches
N/2, R is likely to be nearly singular. If M is too small, the resolution of the spectral estimates is
expected to become worse; on the other hand, the accuracy of R will increase with decreasing M,
because more outer products are averaged in (14). Hence M should be chosen by considering the
tradeoffs between the resolution and the statistical accuracy of the Capon method. Our studies
suggest the following rule of thumb for choosing M: N/12 < M < N/3.

In the following numerical examples, we set N = 256 and M = 50. (Shorter data lengths
have also been considered, and the results are similar.) The performances of the standard and
the Capon methods for each of the four ARMA models are shown in Figures 5(a) to 5(d), where
the curves show the mean-squared errors (MSE) of the covariance estimates, normalized with
respect to r(0), versus the time-lag of the covariance sequences. (Only the results from the exact
Capon method are demonstrated owning to space limitation.) The MSE values are based on 100
independent realizations. It has been found that the Capon method generally gives better results
than the standard method, especially for large time-lags. We also note that, when the poles are
close to the unit circle, as in Figure 5(b), the performance differences between the two methods
are not so large as in the other cases. (Though, the Capon method is still better than the standard
method.)

5.2 AR Coefficient Estimation for ARMA Signals

As an application of the Capon method for covariance estimation, we include here an example
on how to use the Capon covariance estimates to find the AR coefficients of ARMA signals via
the overdetermined modified Yule-Walker (OMYW) method [6] [7] [8]. We first briefly explain the
OMYW method.

For an ARMA(p, q) process, the covariance sequence and the AR coefficients are related by

r(q) rig—1) - r(@g—-p+1) a1 r(qg+1)
7"(q:Jrl) T(:Q) 7"(q—:er2) ag _ 7“(q:JrQ) (26)
r(q+L—-1) r(¢g+L—-2) --- r(¢g+L—p) ap r(g+ L)

If L = p in (26), then we have a system of ¢ equations with ¢ unknowns. These equations are
referred to as the modified Yule-Walker equations [6] since they constitute a generalization of the
Yule-Walker equations for the AR signals. Replacing the theoretical covariances {r(k)} by their
sample estimates {7(k)} in (26) yields

7(q) flg—1) - Flg—p+1) a1 (g +1)
7ﬁ(q:+1) f(;]) 7ﬁ(q—:p+2) az _ 7ﬁ(qz+2) . @)
flg+L—1) #(g+L—-2) --- 7#(¢+L—p) ap 7(q+ L)

The overdetermined case of L > p in (27) is motivated by the fact that additional “information”
in the higher-lag covariances can be exploited to improve the accuracy of the AR coefficient
estimates; that is, we can make use of the additional information by choosing L > p and solving
the so-obtained overdetermined system of equations, either in a least-squares (LS) or in a total-
least-squares (TLS) sense [14]. This is especially the case if there are poles in the ARMA model
close to the unit circle, since the covariance sequence decays to zero very slowly in such a case.



The performances of the AR coefficient estimation for the ARMA signals via the OMYW
method by using both the standard and Capon covariance estimates are shown in Figures 6(a) to
6(d), where N = 256 and M = 32, and where the plots are, again, based on 100 independent trials.
The OMYW equations are solved by using the LS method. To reduce the number of figures, the
curves are the sum of the MSE’s of all AR coefficient estimates versus the number of equations
used in the OMYW method. When using the OMYW method, we assume that the AR orders are
known. The numbers of equations used in the curves are L = 4,8, 16, 32, 64, and 128. It has been
found that the AR coefficient estimates obtained by using the Capon covariance estimates are
usually better than those obtained by the sample covariance estimates. Note that for the OMYW
estimator based on the sample covariance estimates, the estimation performance may significantly
deteriorate with increasing L (a large value of L may be used for lack of a priori information on
the ARMA signal in question), whereas the Capon-OMYW estimator’s performance is much less
affected by the increase of L.

5.3 MA Model Order Determination

For an MA(q) process, the covariances with lags larger than ¢ are all zeros [8] [10]. However,
we can expect that the sample covariance estimates for an MA signal will not decay to zero fast
enough, while the Capon covariance estimates will usually give 7(k) ~ 0, for k > ¢, since the
Capon method gives better covariance estimates for higher lags. Hence the inference about the
type of signal we are dealing with and its order will be easier to make with the Capon method.

We consider an MA(4) signal
y(n) =e(n) — 2.76e(n — 1) + 3.809¢(n — 2) — 2.654e(n — 3) + 0.924e(n — 4). (28)

We use both the standard and the Capon methods to determine its covariance estimates. The
results are shown in Figures 7(a) and 7(b) where N = 64 and M = 6, and where 10 superimposed
realizations for both methods are displayed. As expected, the Capon covariance estimates decay
to almost zero after £ = 5, while the standard covariance estimates are much more erratic. Con-
sequently the inference that the process under study is an MA(4) is easier to make by using the
Capon covariance estimator.

6 Conclusions

We have shown that the Capon method can be used to obtain more accurate covariance esti-
mates than the standard biased sample covariance estimates, especially for large lags. The Capon
spectrum is equivalent to an AR spectrum and hence the corresponding covariance sequence can
be conveniently calculated via the inverse Levinson-Durbin algorithm. Since the spectral factor-
ization needed for the exact Capon covariance estimation can be computationally expensive, the
approximate Capon method proposed in this paper, which avoids the spectral factorization and
makes use of FFT, may be more desirable,
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Appendix A - Proof of Lemma 1

Proposition
M M M M M M-—s
k=035=0 s=0 k=s s=1 k=0
Proof:
M M M M
> flkk—35) = Y > flkk—j)
k=0 j=0 7=0k=0

(30)

I
]
(]
&,j
=
5
g
+
M=
&.j
=
5
<

Let s = k — j. Note that the first term of the right side of (30) corresponds to s > 0 and the
second term corresponds to s < 0. Since 0 < k < M and 0 < j < M, it is obvious that

M>k=s+j>s, for s> 0;

0<k=s+j<s+M=DM-]s|, for s<O. (31)
Therefore, we can rewrite (30) as
M M -1 M-—|s|
SN Flks)+ > D fks)
s=0k=s s=—M k=0
M M M M-—s
- ZZf(kvs)+Z Zf<k7_8)7 (32)
s=0k=s s=1 k=0
which concludes the proof of the proposition.
Proof of Lemma 1: By making use of the above proposition we obtain:
M M
al(wlaw) = > % ailyja,
k=0 j=0
M Mo
= 2> e Ty
k=0 j=0
M M A M M-—s A
= D O Thas)e™ +> (D Thprse ™
s=0 k=s s=1 k=0
M
— Z Mseisw
s=—M
with p defined in (17).
If " =T, then we have
M—s
g = Z Tk kts) for s>0. (33)
k=0
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Taking complex conjugation of both sides yields

M—s M—s
(n-s)* = Z FZ,k+s = Z Ltsk
k=0 k=0

M
= > Tiis = ps, (34)
l=s

and the proof of Lemma 1 is complete.
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Flop Ratio ¢ H Exact Capon Approximate Capon

M=K =32 281 47
M=K =50 655 82
M=K =064 1020 115

Table 1: Comparison of the computational burdens of the standard and Capon methods with
N =256 and N = 512.

Processes | ARMA1 ARMA2 ARMA3 ARMA4

ay -1.1824  -1.7351  -0.2000  -0.2000
az 0.6651 1.7829 0.0400 0.0400
as -0.0895  -0.9616 0.0000 0.0000
aq 0.0049 0.3969 0.0000 0.0000
b1 -0.2000  -0.2000 -1.1824  -1.7351
bo 0.0400 0.0400 0.6651 1.7829
b3 0.0000 0.0000  -0.0895  -0.9616
by 0.0000 0.0000 0.0049 0.3969
o? 1.0000 1.0000 1.0000 1.0000

Table 2: The ARMA processes used in the numerical simulations.
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Figure 1: Power spectral density estimates for the ARMA(4,2) signal given in Section 3 by using
Capon-1 and Capon-2. The plots are the averages of 100 independent realizations. (a) N
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Figure 2: Pole-zero diagrams for ARMA test cases. (a) ARMA1L; (b) ARMA2; (¢) ARMAS3; (d)

ARMAA.
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Figure 3: True power spectral densities. (a) ARMA1; (b) ARMA2; (c) ARMA3; (d) ARMAA4.
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Figure 4: True covariance sequences. (a) ARMAIL; (b) ARMA2; (c) ARMA3; (d) ARMA4.
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ARMAL1 (N=256, M=50, 100 realizations.) ARMAZ2 (N=256, M=50, 100 realizations.)
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Figure 5: Covariance sequence estimation with N = 256 and M = 50. The mean-squared errors
(MSE) of the covariance estimates, normalized with respect to (0), are based on 100 independent
realizations. (a) ARMATL; (b) ARMA2; (¢) ARMA3; (d) ARMAA4.
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ARMA1 (N=256, M=32, 100 realizations.)
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Figure 6: The AR coefficient estimation of the ARMA signals via the overdetermined modified
Yule-Walker method with N = 256 and M = 32. The curves are the summations of the mean-
squared errors (MSE) of all the AR coefficient estimates versus the numbers of included equations,
which have been set as 4, 8, 16, 32, 64 and 128, respectively. The MSE curves are based on 100
independent realizations. (a) ARMA1; (b) ARMA2; (¢) ARMA3; (d) ARMAA4.
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MA(4) (N=64, 10 realizations.) MA(4) (N=64, M=6, 10 realizations.)
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Figure 7: 10 superimposed realizations of the MA covariance sequence estimates with N = 64 and
M = 6. (a) The standard method; (b) The Capon method.
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