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Abstract—Rapid growth and increasing demands for near-ubig- While the algorithms using receive diversity are well docu-
uitous high-quality high-data-rate services present the most mented, transmit diversity is a relatively new and attractive topic
challenges for wireless system design. As an effective method o415 in general, less straightforward to exploit when there is no

provide such services, space-time (ST) coding is gaining more and . . .
more attention. This paper extends ST coding, originally designed feedback path to provide the transmitter with knowledge of the

for known frequency-nonselective fading channels, to unknown Channel parameters. In the applications where receive diversity
frequency-selective channels. A novel scheme is presented tds applicable, transmit diversity can also be exploited together

suppress intersymbol interference, coherently demodulate the with receive diversity to further improve performance. Recent
information symbols with estimated channel state information in research in information theory has shown that large gains in ca-

an ST transmit diversity wireless time-division multiple-access it d reliability of icai irel h |
system that is equipped with multiple antennas at both transmit pacity and refiability o communications over wireless channeis

and receive sides. The proposed algorithm is powerful and could be achieved by exploiting the spatial diversity with mul-
computationally efficient. In addition to the discussion of system tiple antennas at both the transmit and receive sides, which forms

identifiability, both theoretical analysis and numerical simulation g multiple-input multiple-output (MIMO) system [8], [9].
are presented to illustrate the performance of the proposed  Recently, various approaches for transmit diversity have been
estimator and receiver in multipath fading channels. . . .
o o _ ~ suggested. Adelay diversity scheme was proposed by Wittneben
Index Terms—Equalization, estimation, space-time (ST) coding, [10], [11] for base-station simulcasting, in which more than one
transmit diversity. base station is utilized to send identical information. Later, a sim-
ilar scheme was suggested by Winters [3] for a single base sta-
|. INTRODUCTION tion in which copies of the same symbol are transmitted through

d . L driven by th multiple antennas at different time intervals. Another approach,
R ECENT advances in communications are driven by the rgz, 1 as BLAST (Bell Labs Layered Space-Time) [12], [13],

~\ quirements of next-generation wireless systems to provigle,, res a layered architecture, which can achieve massive par-
high-data-rate and high-quality services anywhere at anytimge| (ransmission and very high data rates in a rich-scattering
But the spectrum continues to be scarce and expensive, Whithiem by using a large number of antennas at the transmitter
creates new challenges in the development of telecommuniggy at the receiver. The BLAST approach has reasonable com-
tions systems [1]. plexity; however, its performance is not optimized for diversity

Wireless cellular SyStemS are known to suffer from fadingnd Coding gain_ It also suffers from error propagation_
and intersymbolinterference (ISI) caused by multipath propaga-Though the information capacity of wireless communication
tion, which may degrade the system performance significantyystems increases dramatically by employing multiple transmit
Therefore, the effective and efficient interference mitigation isnd receive antennas, increasing the signal quality or reducing
required for a high-quality signal reception. While various worthe effective error rate in a multipath fading channel is still a
on such a topic has been done over recent years [2] in a singhallenging issue. Consequently, space-time (ST) trellis coding
antenna system, spatial diversity (receive and/or transmit diveelying on multiple antenna transmission was introduced in [14]
sity [3], [4]) is now considered the enabling technique to realizs a blind transmit-coding scheme without requiring channel-
the target of the wireless systems. It is proven that spatial recesiigte information (CSI) at the transmit side. Through grouping
diversity, realized by deploying multiple antennas at the recei@@d encoding successive symbols, the coded symbols are sent
side, can be used to effectively cancel interference without barséinultaneously via an antenna array. By exploiting spatial and
width expansion [5]-[7]. temporal diversity along with channel coding, it can attain di-

versity and coding gain with a minimal impact on existing spec-
tral utilization. Besides the capacity improvement, it is very ef-
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the complexity and capability of the transmitter and the receivization strategy. It presents effective channel estimation and ISl
become an important issue. suppression techniques by taking advantages of the structure of
ST block coding (STBC) [15], [16] appeared to be a simpISTBC in a system with two transmit antennas ddreceive
alternative, which has the advantage of linear processingaatennas. With the proposed efficient computation methods,
the receive side. As an effective technique to combat fadingitnis shown that a practical bandwidth-efficient transmit di-
wireless communications, it guarantees good error performanegsity strategy in conjunction with interference suppression
over a broad range of channel realization while providing full dtechniques can improve system performance dramatically.
versity gain asthe well-known maximal-ratio receiver combininghe results presented in this paper can be easily extended to
(MRRC). The decreased sensitivity to fading may allow the usesystem with more than two transmit antennas using general
of higher level modulation schemes to increase the effective d&aBC discussed in [16].
rate or smaller reuse factorsin amulticell environmenttoincreasdn particular, the system model is formulated in Section II.
system capacity. As a breakthrough of wireless technologi&dficient ISI cancellation techniques are presented in Section Il
STBC substantially increases transmission rate and reliabiliby exploiting the structure of STBC codes and considering dif-
as well as the potential system capacity without any bandwid#rent criteria, zero forcing (ZF) and minimum mean-squared
expansion or any feedback from the receiver to the transmitterror (MMSE) with or without decision feedback. The corre-
ST codes [14]-[16] were originally designed to provide a cesponding simplified computation methods of matrix multiplica-
tain diversity order assuming known flat-fading channels. Howion and inversion are introduced in Appendices | and Il, respec-
ever, the assumption of flat fading is not always justified. Espévely. Conditions for effective symbol recovery are investigated
cially, wideband high-data-rate transmissions may lead to sevagewell in this section. In Section IV, theoretical analysis for
frequency-selective channel fading, which corrupts the receivegstem BER performance and its upper bound are explored to
signal as a result of a loss of orthogonality among ST blo@ssess our proposed algorithms. Section V considers a method
coded symbols. It thus necessitates the use of channel equali#a= S| estimation in signal reception. Finally, numerical results
tion to compensate for ISI caused by multipath in order to inare presented in Section VI to illustrate the performance of the
prove the signal reception performance. In addition, the interfgrroposed channel estimator and the receiver in multipath fading
ence becomes more serious in a MIMO system than in a singleannels. Concluding remarks are contained in Section VII.
input single output (SISO) system because of interantenna interNotation: Vectors (matrices) are denoted by boldface lower
ference. Therefore, effective suppression of multipath interfupper) case letters; all vectors are column vectors; superscripts
ence and interantenna interference is critical inan STTD systef)*, (-)7, and(-)¥ denote the complex conjugate, the trans-
Furthermore, the channel information, which is utilized to dggose, and the conjugate transpose, respectitglyglenotes the
code the received signals and to restore the initial transmittdtx NV identity matrix; the subscrip¥V is omitted when the di-
values, is unknown in practice and has to be estimated. Mamgnsion of the matriX is obvious;0 denotes an all-zero vector
research efforts over recent years focus on the areas in whiofatrix); [-] denotes the smallest integer no less than the argu-
a priori knowledge is not available to the receivers [17] anthent;|| - || denotes the vector (matrix) 2-norif-] denotes the
the desired information is estimated and detected blindly. Hoatatistical expectatior® denotes the matrix Kronecker product;
ever, in some applications, especially in a mobile commurti{(-) denotes the trace of a matrix; finalyjxx denotes thékth
cation systema priori knowledge is known to the receiverscomponent of a matrix.
although the actual transmitted symbol stream is unknown. In
such a system, a known preamble is added to the message for II. PROBLEM EORMULATION
training purpose. Such extra information may be exploited to en-
hance the accuracy of the estimates and may be used to simghifySyStem Model
the computational complexity. Channel estimation in an STTD We focus on a discrete-time baseband model. Consider a
system, however, is more challenging than that in a single-amireless cellular system equipped with (K > 2) transmit
tenna system since the number of unknown channel coefficieatgennas and/ (M > 1) receive antennas over frequency-se-
increases proportionally to the number of transmit antennéective fading channels perturbed by additive white Gaussian
Therefore, effective and efficient channel estimation schemegise (AWGN). In particular, we assume Alamouti's ST
are critically important. Although the recently proposed differeoding [15] usingK = 2 transmit antennas. Extensions to
ential ST coding algorithms for frequency-nonselective chanther STBC systems with more than two transmit antennas
nels (e.g., [18]-[21] and references therein) obviate the requisre straightforward. Fig. 1 depicts a diagram of the base-band
ment for channel estimation and, therefore, are particularly &T-coded system. At the transmit side, the ST encoder (detailed
tractive in fast fading environments when channel estimatiam Section 11-B) maps the incoming symbol streajms(n)}
becomes very difficult or even infeasible, differential decodindrawn from a certain constellatighinto two ST-coded symbol
of ST codes suffers approximately a 3-dB penalty in signal-tstreams{c;(n)} and {c2(n)}. Then, the two-coded symbol
noise ratio (SNR) as compared to coherent decoding, which streams are sent out through transmit antenna 1 and transmit
quires channel information. Hence, channel estimation is welhtenna 2, simultaneously. At the receive side, the channel
motivated, especially in cases when the channel experiencesestimator produces a channel estimate, which is then utilized by
atively slow fading and channel estimation is more reliable. the receiver for interference cancellation and symbol detection.
This paper differs from previous work [14]-[16] in that it Let r,,(n) be the received symbol collected by receive an-
investigates a combined transmit diversity, STBC, and equéénnam at thenth symbol;c; (n) andca(n) be thenth symbol
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Fig. 1. Base-band ST-coded system.

sent from transmit antennas 1 and 2, respectiily;, (1)}, C?*! describe the symbols sent from transmit antenna 1. Let
and{ha,, (1)}£_, describe the channel impulse responses from(n) be similarly formed fromea(n — L) to co(n + P — 1).
transmit antennas 1 and 2 to receive antemnaespectively, Here, we assume that the total number of the transmitted sym-
with L denoting the maximum channel order. The multipatholsq = L + P is even for an easy processing in an STTD
channels include the physical channels and the transmit/recesystem. Then, the input and output relation of the system can be
filters and are modeled as finite impulse response (FIR) filteexpressed in a vector/matrix form

[22]. It is assumed that the transmitting antennas at the transmit

side are placed far apart; similarly, the receiving antennas at the r(n) = He(n) + v(n) )
receive side are sufficiently far apart as well. This ensures th

the transmitted symbols from the antennas undergo effectively

independent fading, i.€hy, ., andhy,.,, are independent for Hy; Hp
ki # ko andlorm, # mo. Another assumption is that the chan- H=| : : e cMPx2q,
nels are invariant within a data frame though they may vary from H,y Hou
frame to frame independently. Finally, lgf, (n) describe the in- c
. . . . .. — l(n) Cqul 3
dependent identically distributed (i.i.d.) AWGN of symboht (n) es(n) | € : 3)

the receive antenna with zero mean and variane€, which
is assumed to be uncorrelated with the transmitted signal. The P x ¢ Toeplitz channel matri#,,, & = 1, 2, m =

Therefore, the complex baseband received signal attimel, ..., M is given by (4), shown at the bottom of the page, and
from the receive antenna can be expressed as v(n) istheM P x 1 channel noise vector, similarly constructed
tor(n).
L The problem of interest is, thus, to suppress ISI existing in
rm(n) = Z Z cre(n = Dhtn (1) + vm (n), the system and to coherently demoduletén) andca(n).
k=1 1=0
m=1....M (1) B. STBC Encoder

which is the superposition of the transmitted symbols from tw(%;he STBC encoder in Fig. 1 exploits the STBC scheme intro-

transmitters, each convoluted with the channel experienced fed n [1?)]‘ IThe s;;]mt;olss(n()j} 628 ar? d'V'dEd (l)ntlogroups
the transmitter and receiver pair. We colld¢tsamples being ?_ wo i/)\//m gls eac; 5 ng ?n s T +t .>j[ nth_ SZI'E;C? o d

sampled at the symbol rate from the output of each receive ar[f::_ese 0 adjacent Symbols are input into the encoder.
tennair,,(n) = [rm(n), rmn(n + 1), ... rm(n+ P — 1|7 € e outputs of the ST block encoder may be consequently ex-

cPX1, And then letr(n) = [rlT(n)7...7r£,(n)]T c cMPx1 pressed in the following matrix form:
consist of the samples collected from the receive antennas. Fa c1(2n) ca(2n+1)
Letci(n) = [ci(n—L),ci1(n—L+1),...,ci(n+P—1)]T € | e2(2n) ea(2n+1)
him(L)  hem(L—1) -+ hgm(0) 0 0
0 hiom (L s hem(1 him (0 0
Hpym = . .( : _ .( : .( ) . : echxa (4)

0 0 o hn(L) hem(L=1) - B (0)
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where in which the equivalent channel matrix7 still keeps a block
c1(2n) = s(2n), a(2n+1) = —s*(2n + 1) Toeplitz structure.
ca(2n) = s(2n + 1), ca(2n + 1) = 5*(2n). It is clear from (5) that STBC imposes a nonwhite spatial-

temporal autocorrelation profile on the input sequences©f)

The CO'F‘”‘”S off are then transmitted over two succeSS|vgndc2(n)_ By introducing the transition matriX, however, the
symbol intervals with the elements of each column sent from

WO transmit antennas simultan | resulting correlation matriR.,, = E[s(n)s (n)] is diagonal,
0 transmit antennas simuftaneousty. since the equivalent transmitted symbs(s) are uncorrelated

C. Modified System Model [see (9)]. From now onR ;s = Iy, is assumed.
. ] _ Therefore, with the discussion in Section I, the task is
Therefore, the use of STBC with two transmit antennas ingy estimate the unknown channel coefficiedts,,,, } L, and

plies the following structure in the transmitted veaton): {ham}f, and then to recover the transmitted information
r s(n—L) 1 symbols{s(n)} from the observation$r,,(n)} corrupted by
—s*(n— L+1) ISI and noise.
s(n+ P _9) Ill. PROPOSEDSCHEMES
ci(n) —s*(n+P—1) Since the received signal at the receiver is the contaminated
cn)=1..... =\ output over a frequency-selective fading channel driven by
co(n) s(n—L+1) the desired signal, equalizers are necessary to compensate
s*(n— L) for channel distortion in order to decrease the error rate in
. signal detection. Various equalizers such as sequence and
: symbol-by-symbol can be employed to decode the desired
s(n+P—1) signal while suppressing the interference. Although a sequence
L s*(n+ P —2) algorithm such as a maximum likelihood detector can be
I sp(n— L)+ jsi(n— L) T straightforwardly formulated, it will incur an exponential
—sp(n—L+1)+jsi(n— L+1) complexity with respect to the frame length [23]; hence,
: it has restricted availability. Accordingly, in this section,
sp(n+ P —2)+jsi(n+P—2) symbol-by-symbo_l linear equali_zers (LE_) anc_i decisior_1 fe_ed—
—sp(n+ P —1)+ jsi(n+ P —1) back (DF_E) equalizers are considered using different criteria of
S (6) zero-forcing (ZF) and minimum mean-squared error (MMSE)_.
sp(n—L+1)+jsi(n— L+1) Now we de;cnbe how tc_> suppress ISIand Qetegt desired sig-
sp(n— L) — jsi(n — L) nals. We restrict our attention first to the case in which the trans-
) mitter has no knowledge of the channel information, but the re-
: ceiver has perfect knowledge of the channel. Specifically, we
se(n+P —1)+jsi(n+ P —1) study a detector in which we assume the data within a subframe
L sp(n+ P —2)—jsi(n+P—2) ] are correlated, but uncorrelated between subframes.
with j denoting the imaginary unit. We want to detect a subframe 6f+ L symboli; T?e data
Considering the spatial and temporal characteristic of STB€ceived within a frame are described Py, (n¢)},,/—o with
and using a transition matriX, defined as N denoting a frame length, from which non-overlapping re-
ceived data vectors of length are formed. Correspondingly,
T = [Tl} € crax2 (7) the transmitted data vectors with length” + L) = 2q are
T> constructed as well. That il (n) = [rn(nP),rm(nP +
the relation in (6) can be reformulated to Dy, rm(nP+P—1)]T,ands” (n)= [s,(nP—L),s;(nP—
L),....,s,(nP+P~-1),8;(nP+P-1)]*,n=0,...,N,—1,

c(n) = Ts(n) ®)  \wheren, = [N;/P]. However, for clarity, from now on we
where the equivalent input vectsn) is defined ass(n) = Still use the previous notation assumingZ n.P, r,(n) £
[s,(n— L), si(n—L),....5,(n+P —1),s;(n+P —1)]T € rh(n),r(n) £ r"(n), ands(n) £ s”(n). The choice of the
C2%1 Here, s,(n) = R{s(n)} represents the real partsubframe lengtt” is made by a tradeoff between performance
of symbol s(n) and s;(n) = $S{s(n)} represents the and complexity: the larger the received data lengtlthe better
imaginary part. In7, T; = I, ® A € ce9x2¢ with the performance, whereas the more complex the receiver [24].

1 7 0 O .
A= {0 é _1 j] andTy = I, @ B € CP?Twith  a 7¢ | inear Equalization
= |0 0 1 J | Itis obvious that the transition matrix _ Firstwe study how to detect the symbols using a ZF equalizer.

I =5 00 The receiver/equalizévl z € C?7*M7P is well known and can

7 fully indicates the structure of STBC. ~ be obtained by minimizing the quadratic form [22], [23]
It follows from (2) and (8) that the relation between the input

and the output is Myr = arg mNiIn(r(n) — HT 871 (n))? (r(n) — HT $zr(n))
r(n) = HTs(n)+ v(n) 9 (20)
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which leads tGzr(n) = Mzrr(n) € C22%!, thesoftestimate passband. Therefore, nonlinear equalizers have been developed
of s(n). The solution to (10) is given by [22], [23] as vital options to deal with such channels.
e HAH o1 1 H o1 A DFE equalizer is a nonlinear equalizer that employs previ-
Mz = (TTHT Ry HT) ™ (HT) " Ry, 11) ously detected signals to eliminate the ISI caused by the previ-

in whichR.,, = 02Ip. Itis noted from (11) that the ZF de- ously detected signals on the currently detected signal. The use
tector satisfies the constraint of the previously detected signals makes the equalizer output a
nonlinear function of the data. Similarly, two different criteria,
MzrHT = Iy, 12)  7F and MMSE, can be used. First, the ZF case is described.

As a result, the following is apparent: Itis easily shown that the correlation of the noise term in (13)
X oo 1 1 Ho 1 is given by its covariance matrig@ “HH R HT)~1. Thus,
szr(n) =s(n) + (T"H"R,,HT) ~ (HT)"R,, v(n). the Cholesky decomposition [26] of the inverted covariance ma-

o ) S trix has the form
Hence, from (13) ZF equalization yields symbol estimation by
complete removing the ISI at the expense of increasing the ad- T"H"R,HT = (DU)"(DU) 17)

ditive noise level [22]. in which U € (C?7%2¢ is an upper triangular matrix with the

noi?i;"i?;gggiﬁ;?ﬁég r;:(tjﬁﬁas \;Vree” a\_sé:e E'ngona:]a;rddiagonal having the value one aldl € C?7%27 is a diagonal
! varl CE%s v given (know matrix with real entries.

estimated beforehand using techniques such as training). EStITO describe the ZF-DFE, starting from (13) and (17), the mod-
mation of CSl is investigated in Section V of this paper. ' !

ified received sequence is introduced by premultiplying the tri-

B. MMSE Linear Equalization angular matridJ

Because a ZF equalizer may cause an increase in the noisgzr(n) =Uszr(n)
level, a different linear equalizer is proposed with minimum =Us(n) + DD~ Y(UH) 1 THEHER v(n)
mean-squared error criterion to trade off S| for noise suppres-
mean-sd PP =s(n) + (U~ T)s(n)

. —1ny—-1 H\—-17Ha/Hp -1

In MMSE linear equalization, the receiver/equalizer +DTDTH(UT) T THIR,, v(n). (18)

Myuse € CMP*24 is obtained with the cost function Taking into account the fact that the matix is upper trian-

(14) gular, the decision on a signgln) can be made from (18) recur-
sively in reverse order of the components of signal vesta)
which minimizes the mean-squared error (MSE) betwsgen by using past decisions (high-indexed components) on previous

and its estimatéynsg (7). It can be seen from the above equasignals (low-indexed components). Note that the t¢li —

tion that this equalizer is selected to maximize the associafBd(n) in (18) consists of the signals obtained already with re-
signal-to-interference-and-noise ratio (SINR). The solution ¥&grse order decision. Decisions are made recursively as

(14) is known with the form [22], [23]

Mnvise = arg Hﬁjlﬂ E[|Is(n) — $vuse(n) %]

. Szr_prE(N)

Muwvse = Ry HT (TPHPR,HT +R;!) . (15) = Qt[ryp(n)], n2nP+P—1

Therefore, thesoft estimate ofs(n) is given byéynse(n) = szr—prE(n — k)

M£, <gr(n), which contains desired symbols, residual ISI, and k

noise. = Qt[rlp(n — k) — Z[U N [
Comparing (11) and (15), it can be demonstrated that the ZF i=1

detector and the MMSE detector are related with Szp—prE(n — k +1)] (19)

Snivse (1) = (12q + (RSSTHHHRleT)_l)_l §7p(n) Inwhichk =1,...,2¢ — 1* and Qf] indicates a quantization
v (16 operation performed with a threshold detector. Subtracting the
which states that the MMSE-LE can be interpreted as an ext&g€isionszr—pre from (18), the new statistic
sion of the ZF-LE by a Wiener estimator [25]. It is easily seen tzr(n) =rip(n) — (U = Dézr_pre(n)
that the MMSE detection lessens the performance degradation —s(n) + (U =T)(s(n) — (n))
of the ZF-LE caused by not taking into account the noise corre- B e H 1 HZFI;DPE
lations existing in the decision variables. +DT D (UTY) T T "H'R,, v(n) (20)
_When the nqise _Ievel is very low in gomparison with thes obtained, which turns into
signal, the ZF filter is approximately equivalent to the MMSE e e H o Ho Hen 1
filter. That is, in the limit ass2 — 0, the two equalizers yield tzr(n) =s(n) + D™ D™ (U7)" " T H R, v(n) (21)
the same solution [22], which could be easily demonstrated frqfna" past decisions are correct. Therefore, theft esti-

(16). mate of the desired component is obtained. The operation
C. ZF Decision Feedback Equalization IFor notation simplicity, we use the following definition hesgi i (n)=
. . AZF_DFE(HVP+P—2(])7...7§ZF_DFE(71P+P—1)]T.HOWeVer, it should
Linear equalizers, both ZF and MMSE, do not perform Weife keptin mind tha s (1) = [3,.25— prs(nP — L), & 2 s (nP —

when the underlying channels have deep spectral nulls in the.. 5. zr pre(nP 4+ P —1),5; zr _pre(nP + P —1)]7.
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(U — Dszr_pre(n) in (20) constitutes the feedback operis large. Simplified computation methods are consequently de-
ator. In [27], it is shown that the ZF-DFE is equivalent to aeloped in Appendices | and Il, which are able to reduce the
noise-cancelling detector derived frddrr/,(n). computational load drastically.

D. MMSE Decision Feedback Equalization E. Identifiability Condition

An MMSE decision feedback equalizer (MMSE-DFE) is now The formulation of the STTD system in Section Il and the
similarly formed. The Cholesky decomposition of the matrigetection of the information symbols introduced in Section IlI
THHHERIHT + R} is imply the identifiability of a system.

It has been seen in Section llI-A thiz;r HT = I,,. Given
Ha/Hp -1 -1 __ ITT\YHTYTT/ q

T"H'R,, HT + R, = (D'U)"D'U (22) ‘H and7, Mzr exists if and only if it is possible to inve#( 7 ;
whereU’ € C24%2¢ andD’ € C29%2 are similarly defined an i-€., it has to be nonsingular. Invertibility of the MP2q matrix
upper triangular matrix and a diagonal matrix, respectively. TH&Z requires it to b? tall and of TU” column.rank, w'h|ch.|s, hOV\{'
modified received sequene,, ;s can be introduced using the€Ver, not necessarily the case in all conceivable situations. Since

same approach with matr&’ premultiplied 7 is square and of full rank, rafik7) = rank %), which im-
" U plies that the multichannel filtering matr# plays a central role
Mise(n) =U'suuse(n) . in the equalization process. In particular, the equalizer exists on
=U' (THHIR,}HT + R}) condition that the matrig{ is of full column rank, which neces-
x THHHER v (n). (23) sitates a careful choice of the factBrto make it “tall.”

By exploiting Cholesky decomposition in (22) and its trans- Now we adopt the following assumption that the sfzef the

X " S TS TN H T . received signal vectar,, (n) for each receive antenna is greater
formation (HT)"HT = oy (D'U")*(D'DY) —I,) with than L, the maximum order of the channels. Therefore, for the

= 2 y = i . .. .
Ry, = o,Inp andR., = I, the above equation can b€y ;siance of an FIR ZF-equalizing filter, we must have
expressed as

1) MP > 2¢ = 2(L + P);

rinse(n) =U's(n) — D' 'D" U #s(n) 2) ranKHT) = 2q.
+0, 2D DT U (HT) v (n) In order to satisfy 1), we need to meet the following require-
=s(n) + (U’ = I)s(n) - D’7'D'7'U'"Hs(n)  ment: for a givenL > 1, selectM to satisfyM > 3 ina
4o 2D ID U H(HT) v (n). (24) two-transmit antennas system. Then, given the number of re-

. _ _ o ceive antenna/ and the channel ordel, 1) is met easily by
The new statistidy s, IS then introduced similarly 10 (20). selectingP appropriately. The full column-rank requirement
The process of deciding and subtracting past decisions is Q’)eis readily met when the channels have no common zeros

same as described in Section I1I-C. If there is no error propag@pprime). Detailed investigation on the characteristic of the

tion, we obtain thesoftestimate channel matrix and the system identifiability is referred to in
thimse(n) =(I — D'7ID/1U'~H)s(n) [28] and [29] and references herein. Therefore, when the above
+ o 2D 'DyH conditions of receive antenna number and rank of channel
« (HT)Hv(n). (25) matrix 1 are satisfied, the ZF equalizer exists and has a unique

solution. This also applies to the case of an MMSE equalizer,
From the previous discussion, it is noted that in order to fulhough, theoretically, it always exists.

recover the information signals, no separate ST decoding needg is derived from the discussion that equalization can be

to be performed due to the introduction of the coding matrixsed to restore orthogonality of the transmitted symbols and

7, in which the spatial and temporal structure of STBC afig enhance the system performance, though equalization with

inherent. It thus simplifies the total receiving processing. The single receive antenna is not straightforward in an STTD
overlapping signals of two successive subframes, becausesptem.

block detection, are obtained by an arithmetic average of the
corresponding points in these two subframes. fdel estimate V. PERFORMANCEANALYSIS AND BER UPPERBOUND
of each desired symbol is finally obtained by comparingstbie

estimate formed fromze(n), 8vvse(n), tzr(n), tinsp (), A. BER Performance

respectively, with every constellation point In order to obtain an estimate of the system performance in
i(n) = argmin |3(n) — s (26) terms of BER and to compare the different receivers, we resort
sES to the SINR.

where| - | denotes the Euclidean distance. For binary phase shiftLet (k) denote SINR relating to a data bit at the output of

keying (BPSK), this reduces t(n) = sign(Re(i(n))). Thus, the equalizer. Then it can be calculated as

the estimates of the transmitted symbols can be acquired. E[||5(k)]1?]
From the previous discussion, itis obvious that the realization (k) = E[|[1Sl;es + noise|?] @7)

of equalizers is computationally demanding and that the calculghich takes into account both noise and residual interference.

tion of matrix multiplication and inversioniis critically important| et .7(n) denote the MSE of the detection, defined by

when implementing an equalizer. Direct evaluation of the matrix J(n) =E[|le(n)|?] = E[||s(n) — $(n)|]

multiplication and inversion is computationally inefficient and, A X .

thus, not recommended, particularly when the subframeRize =tr (E[(S(“) —8(n)) (s(n) —8(n)) ]) - (28)
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Correspondingly,/, (k) is defined asJ (k) = FEJ||s(k) — and (22), along with its transformation, the mean-squared error
5(k)||?] describing the MSE of théth data bit of the detected can be expressed as

vector. It can be seen from the following analysis that SINR el L Hr i L/ L1/ 1
and MSE are closely related. Juuse-pre(n) =tr (D" DU HUT DD

1) SINR of ZF-LE: For a ZF-LE equalizer, itis easy to obtain +0,?D DU (HT)HH
from (13) that the MSE has the expression xHTU'~ID'~'D’"1)
Jar(n) = tr (03 ((HT)HHT)_I) (29) =tr (D'""'D'1U~H Ut DD/
and the SINRy(k) per data bit at the input to the nonlinear +D DU H(UED'D'U - 1)
decision device is XU/le/le/fl)
1 1
vyzr (k) = — = (30) =tr (D'72%). 37
w) = L (T AHT) T~ Toze () N _ o) o o0

whereJ, 7 (k) is the noise power of the estimate of bit Similarly, using the orthogonality principle and the process to

2) SINR of MMSE-LE:For an MMSE-LE equalizer, we startobtainyvse(k), the SINR per bit becomes
from (28) and get ymse_prE (k) = Dk —1 = Js vmse_pre(k)—1. (38)

JMMSE(”) =1r (E[SSH — 8 —gsf + ééH]) (31)
which leads to Now it has been proven that the relationships between SINR
v(k) and the normalized MSE hold for our STTD system with
Jmse(n) =tr (1[2q — (HT)? (HT(HT) + 021pp) multiple transmit and multiple receive antennas as in the SISO
case, which are given in (30), (34), (36), and (38), indicating
XHT) ’ different receiving schemes.
=tr ((Tzq + 0, *(HT)"HT)™") . (32)  5) BER Calculation: From the given SINRy(k), an es-
. timate of the resulting BERP.(vy(k)) can be obtained over
H H
TQe pr??f of equation 12_42 - (7;7) Q}T_(Hﬂ T an AWGN channel according to different modulations [22].
o, lnp) " HT = (1_251 +0,°(HT) _HT)_ is acquired p (y(k)) is only an estimate of BER because the AWGN
immediately by exploiting the matrix inversion lemma [25].  channel assumption is an approximaticand is increased by
Because an MMSE equalizer minimizes the mean-squargg\nting the effect of multipath fading. An average error rate of
value of the estimation error, it is easily demonstrated from thge estimated BER, (y(k)) for frequency-selective channels

-1

principle of orthogonality [25] that can be obtained by taking averagef~(k)) with respect to
E[||§(n)||2] —tr (I2q _ (12(1 + 052(HT)H'HT)71) . (33) the fadlng channels, which leads to
Consequently, it can be clearly shown that the SHNR) per P.(y(k)) = / P.(y(k)) - py(v(k))d(v(k)). (39)
J0

data bit of the MMSE-LE equalizer is
_ _9 " 1 Herep, (v(k)) is the probability density function of SINR(k)
yvusk (k) = el L7 +_U2” (HTH) H{]lk’“ determined by the frequency-selective fading channels. Finally,
T2 + 00" (HT) " HT ], the estimate valu€. of P, (v(k)) is evaluated by an arithmetic
_ 1= Jouse(k) (34) average over all estimated bits.
Js MMSE(k)

I . B. BER Upper Bound
which is greater thanzr (k) in general [30]. It can be demon-

strated that/, zr (k) and.J, \ivse (k) will be the normalized It is apparent that (39), when evaluated, would cause a rather

MSE, which is normalized to the variance of the input data pformidable and awkward expression whose individual terms are
if R, is not an identity matrix. not easily interpretable. Furthermore, it is not hard to conceive

3) SINR of ZF-DFE: It is quite involved if not possible to of a case in which an analytic result is not possible and a nu-
evaluate the SINRs of the DFE receivers with error propagatigR€rical calculation must be made. However, both of these cir-
Therefore, we focus on the SINRs under the assumption that@imstances, complicated expressions or numerical simulations,
past decisions are correct, i.e., have no error propagation effé@ve a disadvantage in that they limit insight into the merits

Accordingly, the MSE and SINR per bit at the output of thé”d limitations of a system and also prevent an easy compar-

ZF-DFE are ison of one system with another. Accordingly, we now consider
a scheme that leads to an approximate result, but has the feature

Jzr—pre(n) =tr (D ?) (35) to circumvent the difficulties mentioned above. This method

vzr—pre(k) =D = Js.zr_pre(k) (36) gives an upper-bound approximation [31], an efficient asymp-

. ] . totic measure of system performance over frequency-selective
which are straightforwardly obtained from (21) and (17).  channels. For uniformity, BER upper bounds are given for both

4) SINR of MMSE-DFE:Similar to the obtaining of SINR 7F and MMSE cases, although exa@t(~(k)) exists for ZF
of the MMSE-LE receiver, we first evaluate the MSE ogqualizers.
MMSE-DFE receivers without error propagation. From (25)
3|t should be noted that, for a linear ZF equalizer, it is possible to express the
2let A = B~! 4+ CD'C¥ whereA, B, andD are positive-definite BER exactly with aQ-function, because the channel is perfectly equalized so
matrices. The'A—! = B — BC(D + CZ¥BC)~!C%B. that ISI is completely eliminated.
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An upper bound was derived in [32] for a SISO system withymbols and that the total number of these training symbols
coherent detection. It is easy to show that the exponent of thg + L is assumed to be even.
bound given in [32] and [33] is identical to MSE divided by the By minimizing a cost function that composes the variance of
variance of the input signal and, therefore, the BERy(k)) in  error [25]

our STBC system is upper bounded by . o
P.(y(k)) < ( 1 ) I [ ( -1 >:| (40) h= argmﬁjn |rs(n) — C(n)h||2 (45)
(W)= e\ Bmr) 17\ 2w

which is subject to the effects of different equalizers. Themwe obtain the linear least-squares (LS) estintatef the CSI
upper bound ofP. can be evaluated with an average operatioMectorh

It is readily deduced that, when the noise is getting weak, the Y TRy -1y
upper bound is asymptotically tight. h= (C (n)C(n)) C™ (m)re(n). (46)
This LS estimator turns out to be the best (in terms of having
V. TRAINING-AIDED CHANNEL ESTIMATION minimum mean-squared error) among all unbiased estimators

We have observed that channel parameters are needed¥ is the most efficient in the sense that it achieves the Cramer—
diversity combining, coherent detection, and decoding in &F© lower bound [34]. Its implementation can be completed re-
STTD system to achieve gains from both antenna and fadiﬁ%!vely [25]- , ,
diversity. In mobile communication applications, priori ith training symbo!s,chanrjel parameters are estimated suffi-
knowledge is known to the receivers, although the actual trafmiently closetothe desired settings suchthatmuch ofISicanbere-
mitted symbol stream is unknown. In such a system, a knowppved. Because of the channel variation and nonlinearity within
preamble is added to the message for training purpose. SQ&% frame, the channel parameters should be tracked adaptively.
extra information may be exploited to enhance the accuracy of V& €xPect the existence of the inverse in (46) and a unique
the estimates and may be used to simplify the computatioﬁé’l'“yon to the linear LS problem exists only when the input ma-
complexity of the estimation algorithm. trix C has linearly independent columns; that is, when the input

It has been shown that the input—output relation can be dpatrix C is of full column rank. This imp_lies that the matrnX
pressed in a form of (2). By denoting the input mattband the Nas atleast as many rows as columns, i.e., MN.M (L + 1),

CSl vectorh, a new form of input—output relation is obtainedhich meansV; > 2(L + 1). Therefore, the training symbols
with r,(n) andv.(n), defined similarly tor(n) andv(n), re- should be long enough and chosen as a tradeoff between perfor-

spectively mance and spectral efficiency. Thus, provided that the input ma-
trix C is of full column rank, the M (L+1) matrix CH (n)C(n)

ri(n) = C(n)h + v,(n) (41) is nonsingular and the least-squares estimate has the unique

. ] value given in (46), which gives an efficient estimation of CSI.

whereC is expressed in (42), shown at the bottom of the page, s a method to estimate CSI, an LS algorithm is introduced

with V; denoting the length of the received symbols duringg 55 10 effectively remove ISI and to detect the desired signals.

the training period. Equation (42) has a block Toeplitz strugyyother novel algorithm of estimating CSI and the noise level

ture if we considefC,(n), C2(n)] as one block. Now the input (plus cochannel interference) can be found in [35].
signal vectorey (n) in (2) has been reformatted to construct the
training signal matrixCy,(n) € CNe*(E+1 k= 1,2 shown in
(43) at the bottom of the page, and the CSI maifis instead . . . )
changed to a vector form In this section, we present our simulation results for the pro-

- T - - AT OM(L+1)x1 posed techniques. The performances of the data detection and

h=[h;; hy - hyy hy] €€ (44)  Cs estimation algorithms introduced in Sections Ill and V are
inwhichhyg,,, = [hgm (L), bt (L — 1), ..., e (0)]T, k = 1, illustrated. The theoretical analysis in Section IV is verified

)

2,m =1,... M. Note that (43) is composed of known traininghrough numerical simulations.

VI. SIMULATION RESULTS

Ci(n) Csy(n) 0 0 o - 0
cw=| 7 0 WYY | eomanun (42)
0 0 0 - 0 Cin) Can)
ck(n— L) ck(n+1—-L) --- ck(n)
ck(n+1—1L) ck(n+2-L) - ck(n+1)
Culn) = | . | . (43)

e+ Ne—L—-1) cg(n+Ne—=L) -+ cxg(n+ Ne—1)
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Fig. 2. Scattering diagrams (M 3 Rx, SNR= 2 dB).

We consider an STTD system using a BPSK modulatigdhe function of SNR. The BERs versus SNR with and without
scheme withK' = 2 transmit antennas and =3 (or 5) receive equalization inthe case 8f = 3 receive antennas are given. As
antennas. Following the Rayleigh-fading channel assumpti@gngomparison, the BER without ISI (flat-fading case) is shown as
the channel coefficients between each transmit antenna avgll. Because of the assumed quasi-static characteristic of the
each receive antenfay.,,, } are generated as complex Gaussidigding channels, the BER results presented are averaged over
random variables with zero mean and equal variance that &&e number of frames with different fading channels.
independent for different and/orm; also, the channels stay This figure demonstrates that all equalizers (ZF/MMSE with
unchanged within a frame and vary independently from frankd=/DFE) are able to effectively suppress ISI and to detect the
to frame. Thus, the identical average signal power is receivé@isired symbols compared with the case of no equalization ap-
at each receive antenna from each transmit antenna. Héted. And at high SNR (e.g, SNR 10 dB), MMSE equalizers
the channel variance is chosen to guarantee the total receil@eHIt in the ZF solutions. It also demonstrates that an MMSE

power obtained at one antenna from two transmit antenna$fializer is superior to a ZF equalizer and that a nonlinear equal-
one. In the following examples, we set channel orfler= 1  1Z€r IS Superior to a linear equalizer (i.e., the MMSE-DFE per-
(i.e., a two-ray channel), the frame lenglfy = 162, the forms best, followed by the ZF-DFE, the MMSE-LE, and the

received data lengti® — 17, and the training symbol length ZF-LE). Note that, in the cases of DFE equalizers, the effect of

N, + L = 18. The SNR is defined as SNR 10log, ,1/02 dB. error propagation is included in our simulations.
1=y Then we consider the transmit diversity advantage provided

by STBC. We compare the proposed STTD system with the
] conventional system using receive diversity only (if€.= 1)

Now we examine the performances of the proposed equ@lihoyt ST coding. The BER results of the conventional system
izers. First, we assume that the perfect knowledge of CSljss gptained with LE ZF and MMSE equalizers, both of which
available at the receive side. are implemented similarly to the equalizers in the STTD system.

Fig. 2 depicts the scattering diagrams obtained with LE andis clearly seen that, compared with the cases with only one
DFE MMSE equalizers. All are under the condition that the reransmit antenna, better BER performances are achieved due
ceived SNR= 2 dB. For comparison, a scattering diagram ago the higher diversity gain provided by STBC and multiple
quired with estimated CSl introduced in Section V is shown agansmit antennas. It clearly motivates the use of ST coding in
well. It is evident that both LE and DFE equalizers can remow®nventional systems.

IS| effectively and that a nonlinear MMSE receiver performs Fig. 4 gives the results obtained similarly to the previous sce-
better than does a linear one. nario with more receive antenngd/ = 5). The BER curves

In Fig. 3, we examine the performances of the receivers diglidate that higher diversity gain can be achieved when more
cussed in Section Il using BER curves. The BER is depicted seceive antennas are possible.

A. ISI Suppression and Diversity Advantage



1226

BER

10

IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 52, NO. 5, SEPTEMBER 2003

*bfoxpHk|

-7

ZF-LE(1Tx)
MMSE-LE(1Tx)
ZF-LE(2Tx)

- MMSE-LE(2Tx)
ZF-DFE(2Tx)
MMSE-DFE(2Tx)
no 1S1(2Tx)

no equaliztion(2Tx) |~

o

2

Fig. 3. BER versus SNR with M= 3 Rx (2Tx versus 1Tx).
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Fig. 4. BER versus SNR with M= 5 Rx (2Tx versus 1Tx).

B. BER Performance Analysis semi-analytical method by calculatid®y (v(k)), which results
While the simulated BER curves in Figs. 3 and 4 are olfrom substituting different SINRs expressed in Section IV, i.e.,
tained by simulating the whole process of the transmitted signé8p), (34), (36), and (38) into the BER and SNR relation of a
fading channels with noise, and the receiver, the correspondBgSK-modulated system [31]. The channel coefficidifts,, }
analytical BER curves in Figs. 5 and 6 are obtained with are created identically with those in the simulated cases givenin
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BER

Fig. 6. Simulated and analytical BER versus SNR with DFE.
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Figs. 3 and 4 to allow the calculation 6f (y(k)) andP.. The numbers match very well, which represent the accuracy of the-
BER results presented in Figs. 5 and 6 are also averaged awetical expressions. Considering the data-estimation schemes

large number of frames with different fading channels.

with DFE, when the SNR becomes higher, the simulated and

The simulated and semi-analytical BER curves depicted semi-analytical curves match better as a result of the fact that
Figs. 5 and 6 with different equalization methods and antenttee semi-analytical results do not consider the error propagation
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Fig. 7. BER upper bound versus SNR with ¥ 3 Rx.
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Fig. 8. BER versus SNR with/without channel estimation £v3 RXx).

effect while the simulated ones do; when the SNR goes highalytical approach by taking an average over large number of
the impairing error-propagation effect becomes weaker. frames. Based on the statistical model of the input symbol,

Similarly, in Fig. 7, the simulation results of BER uppethe upper bounds for MMSE-LE and ZF-LE equalizers are
bounds of linear equalizers are also obtained with a semi-aralculated as a function of MSE per bit. Fig. 7 shows the
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asymptotic tightness of the proposed BER upper bounds of APPENDIX |

the discussed equalizers and demonstrates the effectiveness of MATRIX MULTIPLICATION

BER bognd as a performance measurement. Thesg bognds 9Mhe discussion in Section Il shows the significance of a com-
an overview of performance of an STTD system using d|ffere§?i[‘%

lizati h but b luated with ationally efficient algorithm to implement matrix multipli-
equalization schemes, but can be evaluated with a reasongiifi,n and inversion, which may give rise to a performance en-
computational load.

hancement with less computation. Because calculatidr bf

and its conjugate can be easily completed employing the struc-
ture of 7, we first consider the evaluation of matrix multiplica-
To illustrate the training-aided channel estimation methotipn H¥H.

C. Channel Estimation

comparisons are made in Fig. 8 between the cases with exadt is easy to show that{fH = [A;1, Ai2; Aoy, A,
and estimated CSI. It is obviously seen that the estimates of G8lere

are accurate enough in terms of the resulting BERs, which illus- M M

trates that the proposed STTD system is tolerant to estimation A= Z HiiH,, Ap= Z Hi{ H,

error due to the existence of diversity and further inspires the ’i; i]\=41

utilization of STBC. With an increasing SNR, the performance

curves with and without exact CSl are approaching, because the Az = 21 HyiHu, Az = 21 Hy H;. (47)

estlmate qf CSlis approachmg the true value. . ) Due to the Toeplitz structure #;, k =1,2,i=1,...,M,a
Simulation results shown in the aforementioned figures , 0
- . SIH‘Ip|e method can be found to fulfill the multiplication opera-
demonstrate the efficiency and effectiveness of our propo?i?n of HY H, ,
. . : ki Hkyis
methods to estimate channels and to mitigate interference. @s an example, leb = HIH;; € €77 andg,,,, denote its

results also state that the proposed BER analysis technique IStt element. Sincé is Hermitian symmetric, only the ele-

good enough to evaluate the system performance. Compare {%ts on and above the diagonal, i forn > m, need to

the case without ST coding, significant performance improvgg o\ aiuated. Furthermore, it can be verified by direct calcula-
ments can be obtained, which inspires the introduction of aBn that,nn for n > m is given by (48), where it was assumed
STTD system. thatP > L+1andh(w) = 0 forw < 0. For simplicity, we omit
the subscriptls, i.e., h(-) = hy;(-). We see from (48) that the
VII. CONCLUSION calculation of® reduces to a total df. + 1)(L+2)/2 quadratic

We have studied the problem of channel equalization atRIMmstA(w1)*h(w2)}i, .,—o andtheircombinations (note that
symbol detection in an STTD system operating in frequenc§: (w1)(w2) = (h*(w2)h(w1))*) and thus can be carried out
selective fading channels. The interference cancellation §2Sily- The similar procedure is applied to computtiff Ho;
gorithm and the channel estimation method are explored 15F€ (48). shown at the bottom of the page].
wireless cellular systems that utilize the spatial and temporallt 1S Observed that
dimensions to combat interference and to detect signals. HIH,, = (HEH,)!. (49)

The proposed schemes are simple to implement, but haygnce, only the elements in the upper triangle of these two
good performance. The performance of the resulting receivggtrices need to be determined with the elements on the diag-
in multipath Rayleigh-fading channels has been analyzgga| computed only once. This calculation can be performed by
theoretically and shown numerically. The performance gajfsing the method introduced in (48). Therefore, whisrfixed,
achieved by ST coding over the conventional system usifige total computational load #2H,;, HH,;, HY H,;, and
receive diversity only has been demonstrated as well. It ¥} H,; is (L+1)(2L+3) complex multiplication, their combi-
concluded that, in a wireless system, equalization, diversitations and the corresponding complex transpose and complex
and STBC coding can be used together to boost the receivgmjugate operations. Finall§{”H is obtained by summing
signal quality and link performance. Although the systenhe related items ovess; then7 # H”HT is computed easily
with only two transmit antennas is investigated here, it casy taking advantage of the structurebfand7 # with the cor-

be straightforwardly extended to a system with more transmésponding elements it multiplied by —1/+1 or j/—j
antennas. and shifted accordingly.

YL -w+ DML —w+(m—-2+1), 1<m<L+lim<n<m+L

w=1

L+1
B = S L—-—w+Dh(L—w+(m—n+1)), L+2<m<P,m<n<m+L (48)
mn — w=1

L+P—m+1

h*(w — 1)h(w — 1 + (m — n)), P+1<m<P+Lm<n<P+L
w=1
L 0, otherwise.
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Regarding computation of matrix inver§e? HHHT, it is
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APPENDIX Il
MATRIX INVERSION

9]

(10]

easy to verify that the inverse af has the form of7 —! =

[I,» ®C, I/, ® D] € C*7*%4, where

(11]

1 0 0 1
1 |=j 0 1o [12]
=210 1" PT3|1 0 (50
0 —J -7 0 [13]
Itis simple to get7 /)~ by noticing tha{ 7 #) =1 = (7-1)H.

Becausé{ " H is composed of four blocks, each with reduced

dimensiong x g, its inverse can be carried out by calculating

(14]

inverse of the blocks with reduced dimension and performing

corresponding multiplications and combinations exploiting the

method introduced in [26]. [t
By denotingB =

may have [26]

From (51), it can be observed that only the inversionef

(HAH)=! = [B11, B12; Bag, Bay], we

[16]

Bii = (A1 — A1pALy Ay)
=A7' + AT ABy Ay AL

By = (A22 - A21A1_11A12)
=Aj) + A3 AyBiiAp AL

- A1_11A12B22

— A3 Ay By,

(17]

(18]

B12

[19]
By

(51)

(20]

andA ., have to be implemented. Considering tBeits Hermi-

tian symmetric, only the evaluation 8f;» or B, is necessary.

[21]

Therefore, instead of direct calculating the inverse of a matrix
B € C?7%%4, it is carried out by taking inverse of the reduced [22]

dimension matriced ;; € C?*? andA,, € C?*? and then per-

(23]

forming corresponding multiplications and combinations to ob-

tainB11, B2, B2, andBy; . The structure of —! and(7 %)~
is used to realize the inverse B H7 HT finally.

(24]

(25]

Therefore, THHHHT and its inversion can be achieved
with considerably reduced computational complexity utilizing (26l
the procedures described in Appendices | and I, respectively.[27]

(1]

(2]

(3]

(4

(5]

(6]

(7]
(8]
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