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We consider transmit design and direction-of-arrival (DOA) estimation for a wideband multiple-input 

multiple-output (MIMO) system equipped with a colocated nested array for both transmit and receive. 

We present a new transmit scheme which separates the transmitted waveforms in the frequency do- 

main, and allows us to form a sum coarray in the wideband case. Based on the proposed scheme, two 

coherent DOA estimation methods which construct focusing matrices from the difference coarray of the 

MIMO virtual array are presented to take full advantage of the degrees of freedom (DOF) and improve 

the accuracy of DOA estimation. Simulation results illustrate that the proposed system exhibits better 

performance than several competing configurations. 
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. Introduction 

Multiple-input multiple-output (MIMO) system has recently be-

ome an active research area due to its potential to provide higher

patial resolution, better parameter identifiability, greater flexibil-

ty in the beampattern design and more degrees of freedom (DOF)

han its phased-array counterpart [1–6] . Most exiting works are fo-

used on narrowband MIMO systems. Meanwhile, wideband MIMO

echnologies [7–9] , which provide more target information and are

ess sensitive to active and passive interferences than their nar-

owband counterpart, are needed in a range of applications from

igh range resolution (HRR) radar, medical imaging, to underwater

onar systems. 

Wideband MIMO sensing problems including waveform design

e.g., [8] ) and receive beamforming/detection (e.g., [7,9] ) have been

ddressed in literatures though not extensively. Wideband MIMO

esign has some unique challenges. In particular, the time de-

ay cannot be neglected for the wideband case, which makes it

ore difficult to perform matched filtering directly. The authors
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∗ Corresponding author. 

E-mail addresses: maple3511@mail.nwpu.edu.cn (L. Mao), 

ongbin.li@stevens.edu (H. Li), zhangqf@nwpu.edu.cn (Q. Zhang). 
1 This work is completed during her visit to the Department of Electrical and 

omputer Engineering, Stevens Institute of Technology, Hoboken, NJ 07030 USA. 

b  

c  

H  

a  

w  

t  

t  

N  

ttps://doi.org/10.1016/j.sigpro.2018.05.014 

165-1684/© 2018 Elsevier B.V. All rights reserved. 
f [7] proposed a time-domain method based on smearing filter

anks, which allows to form MIMO virtual arrays in the broadband

ase but with some resolution loss. A frequency-domain approach

or wideband MIMO radar was presented in [9] that decomposes

he received wideband signal into multiple narrowband compo-

ents, which are processed by narrowband beamforming/detection

echniques followed by combining. However, their approach is

ased on the receive aperture processing, and cannot take advan-

age of the virtual array of the system. In general, there are few

orks addressing how to efficiently separate the transmit signals

t the receive side and construct a virtual sum coarray to seek

ore DOF in the frequency domain. 

Recently, nested array (NA) constructed by combining two or

ore uniform liner arrays (ULAs) has received considerable atten-

ion. Specifically, [10] proposed an NA based on the concept of dif-

erence coarray (DC), which can realize significantly more DOF and

igher resolution performance in the passive sensing scenario. 

In order to seek benefits such as additional DOF and higher res-

lution, we consider a wideband MIMO system using an NA for

oth transmit and receive. Transmit subaperturing using a colo-

ated NA was recently introduced in [11] for a narrowband system.

owever, the integration of NA for wideband MIMO sensing as well

s the related signal design have not been considered. In this work,

e propose a new transmit scheme for wideband MIMO system so

hat the signals from different antennas can be easily separated in

he frequency domain. Based on the proposed scheme, wideband

A processing techniques are presented to take full advantage of
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Fig. 1. Proposed wideband MIMO transmit and receive scheme with N = 4 antennas. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1 

Sub-band Allocation for M = 4 antenna nested array Wideband 

MIMO system. 

Antenna 1 Antenna 2 Antenna 3 Antenna 4 

Pulse 1 B 1 B 2 B 3 B 4 
Pulse 2 B 2 B 3 B 4 B 1 
Pulse 3 B 3 B 4 B 1 B 2 
Pulse 4 B 4 B 1 B 2 B 3 
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the DOF and improve the accuracy of direction of arrival (DOA)

estimation. 

2. Problem formulation 

Consider a colocated omni-directional MIMO system consisting

of M antennas with a nested array used for both transmit and re-

ceive. These M antennas form an optimal two-level nested array,

which is a concatenation of an inner ULA with J = 

⌊
M 

2 

⌋
elements,

and an outer ULA with L = M − J elements. The spacing between

two adjacent elements of the inner array is d , while the counter-

part for the outer array is (J + 1) d. The corresponding sensor loca-

tions are given by the union of the sets S in = { j d , j = 0 , 1 , . . . , J − 1 }
and S out = { ((J + 1) l − 1) d, l = 1 , 2 , . . . , L } . It is noted that NA is a

receive processing technique originally introduced for passive sens-

ing. In this paper, we discuss new transmit approach for NA in

wideband MIMO system and explore the associated benefits in

terms of DOF and DOA estimation. 

3. Proposed techniques 

In this section, we first present a new transmit scheme for

wideband MIMO system. Then we illustrate how to further im-

prove the DOF of the sum coarray using difference coarray pro-

cessing. Finally, we show how to use the system mentioned above

for DOA estimation. 

3.1. Transmit scheme 

Suppose that the transmit signals are chirps with f min being

the lowest frequency and B the bandwidth. To facilitate the sep-

aration of the signals transmitted from different antennas at the

receiver, we split the chunk of bandwidth B into multiple non-

overlapping sub-bands B 1 , B 2 , . . . , B M 

, each sub-band carrying a dif-

ferent chirp signal that is transmitted by one antenna during one

pulse. A total of M pulses is employed to create cyclic transmis-

sions among transmit antennas. Specifically, let B m 

be the band-

width which corresponds to the m th sub-band. During the trans-

mission of the first pulse, the sub-band used by antenna 1 is B 1 
and from antenna m is B m 

. For the next pulse, B m +1 is used by an-

tenna m , m = 1 , . . . , M − 1 and band B 1 is used by antenna M . This

transmit scheme is shown in Fig. 1 and Table 1 for the nested array

MIMO system with 4 antennas. 
Let s m 

( l, t ) be the m th baseband signal transmitted by the m th

ntenna during the l th pulse. The transmitted bandpass signal

an be written as ˜ s m 

(l, t) = s m 

(l, t) e j2 π f c t , where f c denotes the

enter frequency of the carrier. For a target located at location

k , k = 1 , . . . , K, with K being the number of targets, the bandpass

ignal at the target after the l th pulse is given by 

˜ 
 (l, t) = 

∑ M−1 
m =0 ˜ s m 

(l, t − t tx,m 

(θk )) (1)

here t tx, m 

( θ k ) is the time taken for the signal to travel from the

 th transmit element to the k th target. 

.2. Receiver processing 

At the receiver end, the received bandpass signal at the i th an-

enna after the l th pulse is given by 

˜ 
 i (l, t) = 

∑ K 
k =1 βk ̃  x (l, t − t rx,i (θk )) + 

˜ n i (l, t) (2)

here βk is the complex reflection coefficient of the k th target,

˜  i (l, t) denotes the bandpass noise, t rx, i ( θ k ) is the time taken for

he signal to get back to the i th receive element. The corresponding

aseband signal can be written as 

 i (l, t) = 

∑ K 
k =1 

∑ M−1 
m =0 βk e 

− j2 π f c (t rx,i (θk )+ t tx,m (θk )) 

×s m 

( l, t − t tx,m 

(θk ) − t rx,i (θk ) ) + n i (l, t) (3)

here n i ( l, t ) denotes the baseband noise. Let antenna one be the

eference antenna. Then, we can write 

 tx,m 

(θk ) = t tx, 1 (θk ) + τtx,m 

(θk ) (4)

here t tx , 1 ( θ k ) denotes the propagation delay associated with

he transmission from the reference antenna to the target, and

tx, m 

( θ k ) the extra delay from the m th antenna to target. Note that

he relative time delay τ tx, m 

( θ k ) is of interest in practice, since it

ontains the angle information of the target. Thus, we can compen-

ate for the delay t tx , 1 ( θ k ) in the received signals. To compensate
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or the delay t tx , 1 ( θ k ) in the received signals, it is a standard prac-

ice in radar signal processing to divide the un-certainty region of

he target range into a set of range bins, and target detection and

stimation is performed on each range bin one by one. In this case,

he delay associated with that range bin is known and can be used

or delay compensation [12] . The same compensation is performed

n t rx, i ( θ k ). Accordingly, t tx , 1 ( θ k ) and t rx , 1 ( θ k ) are eliminated by

sing the received signal at the reference antenna due to the trans-

ission from the same antenna, and therefore the system model in

ime domain can be formulated as 

´
 i (l, t) = y i (l, t + t tx, 1 (θk ) + t rx, 1 (θk )) 

= 

∑ K 
k =1 

∑ M−1 
m =0 βk e 

− j2 π f c (τrx,i (θk )+ τtx,m (θk )) 

×s m 

( l, t − τtx,m 

(θk ) − τrx,i (θk ) ) + ń i (l, t) (5) 

or notational convenience, we drop the superscript in ý i (l, t) and

´ i (l, t) and use the same symbols for the signals after the compen-

ation instead. 

After applying the Fourier transformation on (5) , the received

ignal of the l th pulse can be written in the frequency domain as 

 i (l, f n ) = 

∑ 

k βk e 
− j2 π( f n + f c ) τrx,i (θk ) 

∑ 

m 

e − j2 π( f n + f c ) τtx,m (θk ) 

×S m 

(l, f n ) + N m 

(l, f n ) (6) 

ith f n = f min + (n − 1) B/ (N − 1) , n = 1 , . . . , N denotes the n th fre-

uency component, and N is the number of frequency samples. 

Define the n th frequency component of the transmitted signals

uring the l th pulse as 

 (l, f n ) = 

[
S 1 (l, f n ) S 2 (l, f n ) · · · S M 

(l, f n ) 
]T 

(7)

ecall the frequency division in the previous subsection, it is easy

o show that s ( l, f n ) is a vector of all zeros except a S m 

( l, f n ) at

he m th position, where m is concurrently decided by the number

f elements M , frequency samples N , pulse index l and frequency

ndex n . Also define 

 (l, f n ) = 

[
Y 1 (l, f n ) Y 2 (l, f n ) · · · Y M 

(l, f n ) 
]T 

(8)

s the received signal vector at frequency f n , and 

 (l, f n ) = 

[
N 1 (l, f n ) N 2 (l, f n ) · · · N M 

(l, f n ) 
]T 

(9)

he additive noise vector at frequency f n . n ( l, f n ) follows a Gaussian

istribution by the central limit theorem and is usually assumed to

e i.i.d Gaussian distribute with zero mean and covariance matrix
2 
n I (see, e.g., [13] ). The signal model in (6) can be rewritten using

 vector notation as 

 (l, f n ) = 

∑ K 
k =1 βk a r (θk , f n ) a 

T 
t (θk , f n ) s (l, f n ) + n (l, f n ) (10)

here 

 r (θk , f n ) = 

[
1 e − j2 π( f n + f c ) τrx, 2 (θk ) · · · e − j2 π( f n + f c ) τrx,M (θk ) 

]T 

(11) 

nd 

 t (θk , f n ) = 

[
1 e − j2 π( f n + f c ) τtx, 2 (θk ) · · · e − j2 π( f n + f c ) τtx,M (θk ) 

]T 

(12) 

enote the M × 1 receive and transmit steering vector at frequency

 n , respectively. 

The received signal is processed by a matched filter in the fre-

uency domain, which outputs 

 ( f n ) = 

[∑ M 

l=1 y (l , f n ) s 
H (l , f n ) 

][∑ M 

l=1 s (l , f n ) s 
H (l , f n ) 

]−1 
(13) 

ecall that the transmitted waveforms are chirps, we can obtain

hat S m 

(l, f n ) S H m 

(l, f n ) = c, where c is a constant. Combined with

he pulse-wise frequency division as shown in Table 1 , we have 
 M 

l=1 s (l, f n ) s 
H (l, f n ) = S m 

(l, f n ) S 
H 
m 

(l, f n ) 
∑ M 

m =1 e m 

e H m 

= c I 
ith e m 

being a column vector of all zeros except a 1 at the m th

osition. As a result, s ( l, f n ) can be removed from (13) as follows:

 ( f n ) = 

∑ K 
k =1 βk a r (θk , f n ) a 

T 
t (θk , f n ) + N ( f n ) (14)

here N ( f n ) denotes the noise component after the matched filter,

hich can be easily shown to contain independent and identically

istributed Gaussian entries with zero mean and covariance σ 2 
n . 

Vectorizing Y ( f n ) leads to 

 ( f n ) � vec (Y ( f n )) = A n β + n n (15) 

here β = [ β1 , . . . , βK ] 
T 
, n n � v ec( N ( f n )), and A n = [ a (θ1 , f n ) , 

. . . , a (θK , f n ) ] , with a (θk , f n ) = a t (θk , f n ) � a r (θk , f n ) being the

oint transmit-receive steering vector. Assume that the βk ’s, which

efers to the radar cross section (RCS) of the k th target, are un-

orrelated for different k . The RCS depends on the size, shape, di-

ectivity/orientation, and material of the target. It is a standard as-

umption in the radar literature that the RCS’s of different targets

re uncorrelated [12] . In addition, the RCS is typically modeled as a

ero-mean random variable with covariance σ 2 
k 

(see, e.g., [14,15] ).

he autocorrelation matrix of y n is then given by 

 n = E 
[
y ( f n ) y H ( f n ) 

]
= A n diag ( p ) A 

H 
n + σ 2 

n I (16) 

here p � [ σ 2 
1 
, . . . , σ 2 

K 
] T denotes the equivalent source signal

ector. 

.3. DOA estimation 

1) An Incoherent Subspace Method (ISM): The proposed system

an obtain additional DOF by difference coarray processing. Specif-

cally, we vectorize R n as follows: 

 n = vec (R n ) = ( A 

∗
n � A n ) p + σ 2 

n e (17) 

here e � vec( I ). Note that the difference coarray manifold B n �
 

∗
n � A n is a matrix with redundancy. After removing the repeated 

ows and sorting, we get a filled virtual array with N od = 4 L (J +
) − 3 elements. Applying the same redundancy removal and sort-

ng procedure to r n yield 

 n = B 

′ 
n p + e ′ n (18) 

here B 

′ 
n and e ′ n are the corresponding N od × K virtual array man-

fold matrix and noise signal which includes contributions from

he e vector. Then spatial smoothing can be used to form a co-

ariance matrix by dividing the N od element virtual array into

 s = ( N od + 1 ) / 2 subarrays, each with N s elements. Let the obser-

ation vector of the i th subarray be x i n . The spatial smoothed co-

ariance matrix R 

avg 
n is given by 

 

avg 
n = 

1 

N s 

∑ N s 
i =1 

x 

i 
n 

(
x 

i 
n 

)H 
(19) 

sing R 

avg 
n with the multiple signal classification (MUSIC) algo-

ithm [10] , we can obtain the DOA spectrum M n ( θ ) at frequency f n .

ombining the resulting measurements for all frequencies, outputs

he combined DOA spectrum, whose peak locations correspond to

he estimated DOAs. 

2) Coherent methods: It is known that coherent processing,

hich proceeds by transforming the wideband signals at multiple

requencies into one focusing frequency, can significantly improve

he DOA estimation performance with better detection and reso-

ution thresholds than its incoherent counterpart. In the following

e extend the conventional coherent signal subspace method for

he proposed nested array wideband MIMO system, and present

wo coherent DOA estimation methods which construct focusing

atrices from the difference coarray of the MIMO virtual array. 

The proposed methods consist of two steps. First, the measured

ignal subspace S c ( B n ) is rotated and transformed into a focusing
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subspace. Unlike traditional coherent methods which construct fo-

cusing matrices based on the physical array, we propose a focus-

ing using the virtual array instead. Specifically, the modified to-

tal least-squares coherent signal-subspace based focusing method

(MTLS) [16] is applied to the virtual array output in (17) . The fo-

cusing matrix corresponding to the n th frequency is give by 

T ( f n ) = B 0 

(
B 

H 
0 B 0 

)−(1 / 2) (
B 

H 
n B n 

)−(1 / 2) 
B 

H 
n (20)

where B 0 is the virtual array manifold at the center frequency

f 0 = f min + B/ 2 . In practice, to determine B 0 and B n , a preprocess-

ing step is required, where the conventional MUSIC is applied to

estimate the DOAs of the sources. Let W 0 = B 0 

(
B 

H 
0 

B 0 

)−(1 / 2) 
and

W n = B n 

(
B 

H 
n B n 

)−(1 / 2) 
be the unitary matrices of the polar decom-

position of B 0 and B n , respectively. The output model after the fo-

cusing is given by 

z n = T ( f n ) r n = W 0 W 

H 
n B n p + σ 2 

n W 0 W 

H 
n e (21)

Averaging the output signal at each frequency according to

[16] outputs the universal covariance matrix 

R = W 0 ( 
∑ N 

n =1 W 

H 
n R r n W n ) W 

H 
0 (22)

where R r n = E[ r n r 
H 
n ] . Recall that B 0 is a matrix with redundancy,

and so is R . Applying similar redundancy removal and sorting

procedure as shown in (17) –(19) to R outputs a N s × N s spatial

smoothed covariance matrix, which we denote by R 0 . In practice,

the autocorrelation matrix R n is generally estimated from the sam-

ple correlation matrix using T snapshots 

ˆ R n = 

1 
T 

∑ T 
t=1 y ( f n , t) y H ( f n , t) (23)

Some structured covariance matrix estimators [17,18] can also be

employed to enhance the DOA estimation performance. If we start

from 

ˆ R n instead of R n defined in (16) , then the quantities r n (17) ,

z n (21) , R r n and R in (22) , and R 0 are replaced with the finite snap-

shot versions ˆ r n , ˆ z n , ˆ R r n , 
ˆ R and 

ˆ R 0 , which are used hereinafter. 

The eigen decomposition of ˆ R 0 is given by 

ˆ R 0 = 

∑ N s 
i =1 

λi e i e 
H 
i 

= 

ˆ U S ̂
 �S ̂

 U 

H 
S + 

ˆ U N ̂
 �N ̂

 U 

H 
N (24)

where λi and e i denote the i th eigenvalue and eigenvector, respec-

tively. ˆ U S and 

ˆ U N are defined as the signal subspace and noise

subspace, respectively. ˆ �S and ˆ �N are diagonal matrices with the

eigenvalues associated with the signal subspace and noise sub-

space, respectively, on their diagonal. Also define �0 = [ φ(θ1 ) ,

. . . , φ(θK )] as the N s × K effective array manifold, where φ(θk ) =
[1 , . . . , exp { − j2 π(N s − 1) d sin (θk ) /λ} ] T , with λ being the wave-

length at the focusing frequency. The spectrum of the proposed

MTLS-MUSIC method can then be formulated as 

P (θ ) = 

1 

φH 
(θ ) ̂  U N ̂

 U 

H 
N 
φ(θ ) 

(25)

Compared to MUSIC, weighted subspace fitting (WSF) is known

to give low estimation error that asymptotically attains the

stochastic Cramér-Rao bound [19] . Alternatively, we can estimate

the DOA using (24) from a WSF perspective. Specifically, the signal

subspace fitting problem can be formulated as 

ˆ θSF , ̂  P = arg min 

θ

∥∥ ˆ U S 
ˆ W 

1 / 2 − �0 ( θ) P 

∥∥2 

F 
(26)

where P is a K × K matrix of full rank. ˆ W is a K × K weighting

matrix whose optimal value is given by ˆ W opt = ( ̂  �S − ˆ σ 2 I ) 2 ˆ �−1 
S 

,

where ˆ σ 2 can be estimated from the N s − K smallest eigenvalues

of ˆ R 0 . By solving for ˆ P iteratively and substituting back in (26) , the

estimated DOA 

ˆ θSF can be obtained. 

Note that WSF needs an accurate initialization which is not

easy to obtain, we then extend the sparse recovery method

based on weighted subspace fitting (SRWSF) [20] for the pro-

posed nested array wideband MIMO sensing system. Define � =
 φ( ̃  θ1 ) , . . . , φ( ̃  θN g )] as an overcomplete basis matrix, where � =
 ̃

 θ1 , 
˜ θ2 , . . . , 

˜ θN g ] denotes a dense grid that samples the potential

patial scope of incident signals by N g points and assume that the

rue DOAs belong to �. Then the MTLS-SRWSF method for the

ested array wideband system can be formulated as 

ˆ ˜ 
 = arg min 

˜ P 
|| ̃  P || 2 , 1 , s.t. || ̂  U S 

ˆ W 

1 / 2 
opt − �˜ P || F ≤ β (27)

here || ̃ P || 2 , 1 � 

∑ N g 
i =1 

|| ̃ P i || , and 

˜ P = [ ̃ P 

T 
1 
, . . . , ̃  P 

T 
N g 

] T is a row sparse

atrix, whose non-zero rows correspond to the true DOAs. β is

 regulation parameter, which is selected as in [19] . Note that

27) can be reformulated as a second-order cone program, which

an be solved by standard convex optimization packages. The DOAs

f the multiple sources can be estimated by locating the peaks of

 spatial pseudo-spectrum of ˜ P . 

. Numerical results 

To illustrate the benefits of using the proposed transmit scheme

ith NA in the wideband MIMO system, we compare 3 array con-

gurations: (a) ULA for both transmit (TX) and receive (RX); (b)

LA for TX and, NA for RX; (c) NA for both TX and RX. For each

onfiguration, we have M = 4 antennas with half wavelength sepa-

ation between two adjacent elements for both the ULA and the

nner array of the NA. For all configurations, f min = 100 Hz and

 = 5 . 9 kHz. For MTLS-MUSIC and MTLS-SRWSF, the center fre-

uency is selected as the focusing frequency. For all simulations,

ank-constrained maximum likelihood (RCML) estimator proposed

n [17] is used to estimate the autocorrelation matrix R n . 

First, we consider a case with 9 targets located at

( −40 ◦, −30 ◦, −20 ◦, −10 ◦, 0 ◦, 10 ◦, 20 ◦, 30 ◦, 40 ◦) . The signal-to-

oise ratio (SNR) is set to 0 dB. Fig. 2 depicts the MUSIC spectrum

f all 3 configurations, while Fig. 3 shows the MTLS-MUSIC

nd MTLS-SRWSF spectrum for Configuration (c). It is easy to

how that the DOF is L (J + 1) + M − 1 for Configuration (b) and

 L (J + 1) − 1 for Configuration (c), or 9 and 11, respectively. It is

een from Fig. 2 that Configurations (a) and (b) fail to resolve all

 targets because the number of sources has exceeded their capa-

ility. Meanwhile, Configuration (c) which employs NA for both TX

nd RX with additional DOF, can adequately resolve all 9 sources.

t is also noted that the peaks of MTLS-SRWSF and MTLS-MUSIC

re sharper and narrower than others. MTLS-SRWSF is observed

o have a higher peak-to-sidelobe ratio but with pseudo peaks
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Fig. 3. Spatial spectrum of K = 9 sources for MTLS-MUSIC and MTLS-SRWSF under 

Configuration (c). 
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aused by inaccurate initialization, indicating that MTLS-SRWSF is

apable of a better DOA accuracy but is also more sensitive to the

nitialization in the focusing procedure. 

Next, we consider the resolution of the considered schemes. In

igs. 4 and 5 , we respectively plot the probability of success in re-

olving two closely spaced sources and average root mean square

rror (RMSE) of the DOA estimates ˆ θ1 and 

ˆ θ2 versus the angle sep-

ration �θ � | θ2 − θ1 | , averaged over Q = 100 Monte Carlo runs.

or each simulation, the two sources are considered successfully

esolved if the larger of the two estimation errors, | ̂  θ1 − θ1 | and

 ̂

 θ2 − θ2 | , is smaller than 0.5 �θ . For better comparison, the Capon

ethod [21,22] with a regular ULA configuration was included in

igs. 4 and 5 to serve as a benchmark of the DOF and DOA accu-

acy. Clearly the proposed transmit scheme with NA for both TX

nd RX outperforms the other two configurations. Specifically for

onfiguration (c), both MTL S-MUSIC and MTL S-SRWSF shows bet-

er precision than the ISM method at small angle separations. 

. Conclusion 

We presented a new transmit scheme using cyclic transmis-

ion for wideband MIMO system with a colocated nested array,

hich separates the transmitted waveforms in the frequency do-
ain, and allows the formation of a sum coarray. Based on the pro-

osed scheme, two coherent DOA estimation methods which con-

truct focusing matrices from the difference coarray of the MIMO

irtual array were presented to take full advantage of the degrees

f freedom (DOF) and improve the accuracy of DOA estimation. It

s shown via simulation that the proposed methods yield improved

ccuracy than other methods at small angle separations. 
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