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This paper addresses the problem of target delay and Doppler
frequency estimation for passive bistatic radar employing nonco-
operative illuminators of opportunity (IOs), where the receivers are
contaminated by nonnegligible noise, clutter, and direct-path interfer-
ence. A parametric approach is proposed by modeling the unknown
signal transmitted from the IO as an autoregressive process whose
temporal correlation is jointly estimated and exploited for passive esti-
mation. An iterative estimator based on the expectation-maximization
(EM) principle is utilized to solve this highly nonlinear problem. We
also discuss the initialization of the EM-based estimator and a fast
implementation based on the fast Fourier transform and interpolation
techniques. In addition, we derive the Cramér–Rao lower bound for
the estimation problem to benchmark the performance of the pro-
posed estimator. Simulation results show that the proposed estimator
behaves similarly to a clairvoyant EM estimator, which assumes
knowledge of the IO waveform covariance matrix, and significantly
outperforms other methods that ignore the waveform correlation.
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I. INTRODUCTION

Passive radar, which can detect and track targets of
interest by exploiting readily available, noncooperative il-
luminators of opportunity (IOs), has been attracting signif-
icant attention in recent years [1]–[7]. Usable IO sources
include frequency modulation (FM) radio, television, dig-
ital audio/video broadcasting, cellular signals, and others.
Since no transmitters are required in a passive radar, it is
more covert and provides lower vulnerability to deliberate
interference and reduced pollution to the electromagnetic
environment. Furthermore, the bistatic or multistatic con-
figuration of passive radar enables it to obtain spatial di-
versity of the target’s radar cross section, which can lead to
improved sensing performance [8]–[10].

Unlike conventional active radar systems, where the
transmitted waveforms are carefully designed with desired
properties, passive sensing is more challenging due to the
noncooperative nature of the IO: the transmitted signal is
not only out of control but also generally unknown to the
receiver. As a result, the conventional matched filtering
(MF) based techniques routinely used in active radar can-
not be implemented for estimation and detection in passive
radar. One general approach to dealing with the unknown
IO waveform is to treat it as a deterministic signal. By em-
ploying a reference channel (RC) at the receiver to collect
the direct-path (transmitter-to-receiver) signal as an esti-
mate of the IO waveform, the cross-correlation (CC) is a
popular passive sensing method that mimics MF [11]–[14].
Specifically, the reference signal, which plays the role of the
transmitted signal in the MF, is used to cross-correlate with
the target echo in the surveillance channel (SC), a separate
channel employed for target detection. However, while the
MF is optimum as it maximizes the receiver output signal-
to-noise ratio (SNR), the CC is suboptimal due to the noisy
reference signal. In fact, it was shown in [15] that the CC
is highly sensitive to noise. Recently, [16] and [17] devel-
oped improved passive detectors by taking into account the
effect of noisy reference. In particular, [16] considered the
case when the knowledge of the noise power is known un-
der a multi-input multi-output setup, while [17] examined
several cases including when the noise power is unknown.

Another approach to dealing with the unknown IO
waveform is to model it as a stochastic process. A sim-
ple solution within this category is to treat the samples of
the waveform as independent and identically distributed
variables, i.e., the waveform correlation is neglected. Two
stochastic passive detectors based on this idea were devel-
oped in [17] assuming known and unknown noise power.
Due to coding, modulation, pulse shaping, propagation ef-
fects, etc., the IO waveform is in general correlated and such
correlation can be exploited to improve passive sensing per-
formance. Along this line, [18] considered the problem of
estimating the delay and Doppler frequency of a target in
passive radar by modeling the IO waveform as a correlated
Gaussian process with known correlation. In practice, the
correlation is unknown and has to be estimated. In addition,
the correlation may change over time. Therefore, it would
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be of interest to develop techniques that can adaptively es-
timate the correlation and employ it for passive detection
and estimation.

Another challenge in passive sensing is the need to deal
with the direct-path interference (DPI) and clutter. The DPI,
which refers to the direct transmission from the IO to the
passive receiver, is much stronger (by many tens to even
over a hundred dB) compared to the target echo [19], [20].
The effect of the DPI on the CC detector was analyzed in
[15], which showed that a modest level of DPI can signifi-
cantly degrade the detection performance of the CC. Mean-
while, the target signal is also dominated by clutter echoes
if there are significant stationary objects in the radar scene.
As such, passive radar has to employ some interference
cancellation, e.g., spatial/temporal adaptive filtering tech-
niques [21]–[25]. Despite such cancellation, some residual
DPI and clutter may still exist due to, e.g., limited array
size and null depth. As a result, the DPI and clutter may
still be at a non-negligible power level compared with the
target echo.

In this paper, we examine the target delay and Doppler
frequency estimation problem for a passive bistatic
radar system, where the receiver is contaminated by
non-negligible noise, clutter, and DPI. We propose a
parametric approach that models the unknown IO signal
as an autoregressive (AR) process, whose temporal
correlation is estimated and exploited for target delay
and Doppler frequency estimation. Since the maximum
likelihood (ML) estimates of the unknown parameters
cannot be obtained in closed form, we resort to an
expectation-maximization (EM) procedure [26] to find
these estimates. The initialization of the EM algorithm
is based on a modified cross-correlation (MCC) method
involving sequential interference cancellation and CC. In
addition, we derive the Cramér–Rao lower bound (CRLB)
for the estimation problem to benchmark the performance
of the proposed estimator. Extensive simulation results
are presented, which show that the proposed EM-AR
estimator is close to a clairvoyant EM estimator, which
assumes knowledge of the waveform covariance matrix,
and significantly outperforms the MCC and an impaired
EM estimator, which ignores the waveform correlation.

The remainder of the paper is organized as follows.
In Section II, we present the system model and formulate
the problem of interest. Section III presents the proposed
EM-AR estimator including its initialization, fast imple-
mentation based on the fast Fourier transform (FFT) and
interpolation, as well as the associated CRLB. Numerical
results and discussions are included in Section IV, followed
by conclusions in Section V.

Notation: Throughout the paper, scalars are denoted by
nonboldface type, vectors (matrices) are denoted by bold-
face lower (upper) case letters, and all vectors are column
vectors. Superscripts (·)T , (·)∗, and (·)H denote transpose,
complex conjugate, and complex conjugate transpose, re-
spectively. �{·} and �{·} represent the real and imaginary
part of a complex quantity, respectively, E{·} denotes statis-
tical expectation, and j stands for the imaginary unit. 0p×q

Fig. 1. Passive radar scenario.

denotes a p × q matrix with all zero entries, IN denotes an
identity matrix of size N , [·]m,n denotes the (m, n)th entry
of a matrix, and [·]m denotes the mth element of a vector. �
and ⊗ stand for the Hadamard and the Kronecker products,
respectively. The notation CN denotes a circularly sym-
metric, complex Gaussian distribution. det{·} represents the
determinant of a matrix, ‖ · ‖ is the Frobenius norm, and
tr{·} denotes the trace of a matrix.

II. SIGNAL MODEL

A passive radar geometry is shown in Fig. 1, which con-
sists of a noncooperative IO and two independent antennas.
One is the RC antenna, which receives the unknown source
signal transmitted directly from the IO, and the other one is
the SC antenna, which collects echoes from moving targets
of interest due to the illumination of the IO. The RC utilizes
a directional antenna steered toward the IO transmitter to
collect a copy of the IO waveform, while the surveillance
antenna is set up to point in the direction to be surveyed.
We assume the SC employs some interference mitigation
technique, but residual DPI and clutter are present due to im-
perfect cancellation (see Section I). The clutter is assumed
to be caused by reflections from stationary objects, such
as buildings, mountains, and other ground scatters, and has
zero Doppler frequency. Given the above-mentioned dis-
cussions, the (baseband equivalent) signal in the SC can be
written as

y ′
s(t) = γ ′

dx
′(t − τd ) +

Kt∑

k=1

α′
kx

′(t − tk)ej2πfkt

+
Kc∑

k=1

β ′
kx

′(t − t ′k) + n′
s(t) (1)

where γ ′
d is the channel coefficient associated with the DPI,

x ′(t) is the unknown signal transmitted by the IO, τd is
the propagation delay from the IO to the SC, α′

k is the
amplitude of the kth target, tk is the propagation delay due
to the transmission from the IO to the kth target and then
from the target to the SC, fk is the Doppler frequency of the
kth target, β ′

k is the amplitude of the kth clutter scatterer,
t ′k is the associated delay, n′

s(t) is the additive zero-mean
white Gaussian noise, and Kt and Kc denote the numbers
of targets and clutter components, respectively. In practice,
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Kt and Kc can be estimated from the delay-Doppler map
of the observed signal.

Meanwhile, the received signal in the RC can be ex-
pressed as

y ′
r (t) = γ x ′(t − τd ) + n′

r (t) (2)

where γ is the channel coefficient from the IO to the RC,
τd is the propagation delay, which is identical to that in
(1) since the RC and SC are colocated, and n′

r (t) is the
additive zero-mean white Gaussian noise. It is assumed
that target and clutter echoes (received by the sidelobes of
the reference antenna) are negligible due to the directional
reference antenna.

To simplify the system model, we observe that the prop-
agation delay of the DPI τd is usually known and can be
compensated for, since the location of the IO is known to the
passive radar. Let yr (t) = y ′

r (t + τd ) and ys(t) = y ′
s(t + τd )

denote the delay-compensated signals for the RC and SC,
respectively. The delay-compensated noise nr (t) and ns(t)
are similarly defined. Moreover, since γ and x ′(t) are both
unknown, they cannot be separately estimated. In the fol-
lowing, γ is absorbed as part of the waveform. This leads
to

yr (t) = x(t) + nr (t),

ys(t) = γdx(t) +
Kt∑

k=1

αkx(t − τk)ej2πfkt

+
Kc∑

k=1

βkx(t − τ ′
k) + ns(t) (3)

where τk � tk − τd denotes the bistatic delay for the kth
target, τ ′

k � t ′k − τd the bistatic delay for the kth clutter
component, x(t) � γ x ′(t), γd � γ ′

d/γ , αk � α′
ke

j2πfkτd /γ ,
and βk � β ′

k/γ .
We assume that x(t) has a duration of T seconds, e.g.,

due to framed transmissions employed by the IO, in which
case T represents the frame duration. The observation
interval To is selected such that To ≥ T + τmax, where τmax

denotes the maximum bistatic delay that can be tolerated
by the system. We sample the RC and SC signals using a
sampling frequency fs ≥ 2(B + fmax), where B denotes
the bandwidth of the communication signal x(t) and fmax

is the maximum Doppler frequency of the target that is
designed detectable by the system. Suppose M samples are
collected over the observation window To, i.e., To = MTs ,
where Ts = 1/fs denotes the sampling interval. Let yr ,
ys , x, nr , and ns be M × 1 vectors formed by M adjacent
samples of yr (t), ys(t), x(t), nr (t), and ns(t), respec-
tively. The M-point discrete Fourier transform (DFT)
matrix T has entries [T]p,q = e−j2π (p−1)�f (q−1)Ts /

√
M

for p, q = 1, 2, . . . , M , with the frequency-domain
sample spacing �f = fs

M
= 1

TsM
, and W(x) is a diagonal

matrix with diagonal entries [W(x)]p,p = ej2π (p−1)x for
p = 1, 2, . . . , M . Then, with a little notational abuse of τk

and fk , the digitized model can be expressed as [18], [27]

yr = x + nr ,

ys =
K∑

k=1

γkD(τk, fk)x + ns (4)

where nr and ns are mutually independent zero-mean
white Gaussian noise with covariance matrices σ 2

r I and
σ 2

s I, respectively. Note that the DPI, target, and clutter
signals are combined in one summation in (4) to simplify
the notation. Specifically, k = 1 refers to the DPI with
τ1 = 0 and f1 = 0, k = 2, . . . , Kt + 1 refer to the targets
echo with τk �= 0 and fk �= 0, and k = Kt + 2, . . . , K refer
to the clutter components with τk �= 0 but fk = 0. Thus,
we have K = Kt + Kc + 1. In addition, the unitary matrix
D(τk, fk) is the delay-Doppler operator:

D(τk, fk) = W(fkTs)TH W(−τk�f )T (5)

where the rightmost T converts the signal to the frequency
domain, W(−τk�f ) introduces a phase shift (in the
frequency domain) caused by the time-domain delay τk ,
the next TH converts the signal back to the time domain,
and finally, W(fkTs) imposes a phase shift (in the time
domain) due to the Doppler frequency fk .

The IO waveform x is modeled as an element-correlated
stochastic process with unknown temporal correlation. In
this paper, we use an AR process to model the stochastic IO
waveform, where the temporal correlation is parameterized
by the AR coefficients. The AR process can be expressed
as

x(n) = −
P∑

p=1

a(p)x(n − p) + w(n), n = 1, 2, . . . , N

(6)
where N =  T

Ts
+ 1� ≤ M is the number of the framed

IO signal samples, P is the AR model order, a(p) is
the pth AR coefficient, with a = [a(1), a(2), . . . , a(P )]T ,
and w(n) ∼ CN (0, σ 2) denotes the driving noise. Con-
sequently, x is zero-mean Gaussian distributed with co-
variance matrix Cx(a, σ 2), which is Hermitian, Toeplitz,
and thus can be fully determined by its first column
rxx = [rxx(0), rxx(1), . . . , rxx(N − 1)]T , i.e., the autocor-
relation function (ACF) sequence. In addition, the relation-
ship between the AR parameters {a, σ 2} and the ACF is
described by the Yule–Walker equations [28]

rxx(n) =
{−∑P

p=1 a(p)rxx(n − p), n ≥ 1,

−∑P
p=1 a(p)rxx(−p) + σ 2, n = 0

(7)

where rxx(n) = r∗
xx(−n).

A comment of the choice of the AR model is in order.
It is a simple modeling tool to model the waveform corre-
lation. It is also universal in that any stationary stochastic
process under mild conditions can be modeled as an AR
process [28]. There is no doubt that there might be some
mismatch between the IO signal and the specific AR model
used for estimation. In Section IV, we have included sim-
ulated IO signals, which are not from AR models, and FM
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signals to test the proposed method. Our results indicate that
even with mismatch, the AR model still allows us to capture
the waveform correlation, leading to improved estimation
performance over methods, which completely ignore such
correlation.

The problem of interest is to jointly estimate the un-
known parameters from the observations yr and ys in
(4). The unknown parameters can be denoted as θ =
[ f T , τ T , γ T , θT

AR]T , where f contains the Doppler fre-
quencies of the targets, τ includes the delays of the targets
and clutter components, and θAR = [aT , σ 2]T collects the
AR parameters.

III. PROPOSED METHOD

A. Overview

Given the observations described by (4), one would
naturally consider the ML estimator. To simplify the nota-
tion, let �( f , τ , γ ) =∑K

k=1 γkD(τk, fk). The surveillance
signal in (4) can be simplified as ys = �( f , τ , γ )x + ns .
Under the condition stated in Section II, the observations
y = [yT

r , yT
s ]T are jointly Gaussian with zero mean and co-

variance matrix

Cyy(θ) =
[

Crr Crs

CH
rs Css

]
(8)

where Crr =Cx(a, σ 2) + σ 2
r I, Crs = �( f , τ , γ )Cx(a, σ 2),

and Css = �( f , τ , γ )Cx(a, σ 2)�( f , τ , γ )H + σ 2
s I. The

ML estimator is computationally prohibitive since the sig-
nal parameters are embedded in the covariance matrix
Cyy(θ ), which appears as the matrix inverse and determinant
in the likelihood function. Instead, we consider the EM ap-
proach, which employs the conditional distribution p(y|x),
whereby �( f , τ , γ )x appears as the mean in the condi-
tional distribution, which makes the resulting cost function
easier to optimize. In addition, EM is an iterative algorithm,
which updates the unknown parameters in a sequential and
readily implementable fashion.

As we shall see, in the iterative process of the EM
algorithm, γ , a, and σ 2 can be updated in closed form.
However, there is no closed-form update for f and τ . A
brute-force search of the delay and Doppler is still compu-
tationally intensive. To address this problem, we propose in
Section III-C a fast algorithm for delay and Doppler es-
timation by utilizing the FFT. Furthermore, since the EM
algorithm requires initial estimates of the unknown parame-
ters, we discuss an initialization scheme in Section III-D by
using an MCC procedure based on successive interference
cancellation. Finally, the CRLB was derived to benchmark
the performance of the proposed method in Section III-E.

B. EM-Based Estimator

To derive an EM-based solution, we consider the fol-
lowing “complete” data for our problem, which includes
the observations y = [yT

r , yT
s ]T and the IO waveform x:

z = [xT , yT ]T . (9)

Next, we need to determine the likelihood function of z con-
ditioned on the unknown parameters. We use the asymptotic
form of the likelihood function for the IO waveform x [29],
which is easier to deal with than the exact likelihood:

p(x) = 1

(πσ 2)(N−P )
e
− 1

σ2

∑N
n=P+1 |w(n)|2

. (10)

To express the likelihood function explicitly in terms of the
IO waveform samples x(n), we define

xn = [x(n + 1), x(n + 2), . . . , x(n + N − P )]T (11)

for n = 0, 1, . . . , P , and

Y = [xP−1, xP−2, . . . , x0]. (12)

Then, the likelihood function for the IO waveform can be
written as

p(x) = 1

(πσ 2)(N−P )
e
− 1

σ2 ‖xP +Ya‖2

. (13)

Finally, the likelihood function of z is

p(z|θ) = p(y|x, θ )p(x|θ) = 1

det(πC2M )(πσ 2)(N−P )

× exp

{
− 1

σ 2

∥∥xP + Ya
∥∥2 − 1

σ 2
r

∥∥yr − x
∥∥2

− 1

σ 2
s

∥∥∥∥ys −
K∑

k=1

γkD(τk, fk)x

∥∥∥∥
2}

(14)

where

C2M =
[

σ 2
r IM 0M×M

0M×M σ 2
s IM

]
. (15)

The log-likelihood function (LLF) can be written as

log p(z|θ) = s1(x) + s2(x, θ) (16)

where

s1(x) = (P − N) log π − log det(πC2M )

− 1

σ 2
r

(yr − x)H (yr − x) − 1

σ 2
s

yH
s ys , (17)

s2(x, θ) = (P − N) log σ 2

− 1

σ 2
(xH

P xP + xH
P Ya + aH YH xP + aH YH Ya)

− 1

σ 2
s

K∑

k1=1

K∑

k2=1

γk1γ
∗
k2

xH DH (τk2, fk2 )D(τk1, fk1 )x

+ 2

σ 2
s

�
{ K∑

k=1

γ ∗
k xH DH (τk, fk)ys

}
. (18)

The EM algorithm is an iterative method. Each iteration
consists of an expectation step (E-step) and a maximization
step (M-step). At the very beginning of the algorithm, it
needs an initial guess of the unknown parameters, which is
considered in Section III-D.
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1) E-Step: Taking the expectation of the LLF and
dropping s1(x) in (16), which is independent of θ , we have

Q
(
θ ; θ̂

(l)) � E
x|y,θ̂

(l)

{
s2(x, θ )

}
. (19)

We need to compute the expectation of each term in s2(x, θ )

to find an explicit expression for Q(θ ; θ̂
(l)

). Since the vec-
tors x and y are jointly Gaussian distributed with zero mean,
the posterior mean x̂(l) = E

x|y,θ̂
(l){x} has a closed-form ex-

pression [30, p. 324]:

x̂(l) = E{x} + C(l)
xy(C(l)

yy)−1(y − E{y})
= C(l)

xy(C(l)
yy)−1y (20)

where

C(l)
xy = E

{
xyH ; θ̂

(l)}

=
[
Cx

(
â(l), σ̂ 2

(l)
)

E
{
xyH

s ; θ̂
(l)}]

, (21)

C(l)
yy = E

{
yyH ; θ̂

(l)}

=
⎡

⎣E
{
yryH

r ; θ̂
(l)}

E
{
yryH

s ; θ̂
(l)}

E
{
ysyH

r ; θ̂
(l)}

E
{
ysyH

s ; θ̂
(l)}

⎤

⎦ . (22)

The expectation terms in (21) and (22) are given by

E
{
yryH

r ; θ̂
(l)} = Cx

(
â(l), σ̂ 2

(l)
)

+ σ 2
r I, (23)

E
{
yryH

s ; θ̂
(l)} = E

{
xyH

s ; θ̂
(l)}

=
K∑

k=1

(
γ̂

(l)
k

)∗
Cx

(
â(l), σ̂ 2

(l)
)

DH
(
τ̂

(l)
k , f̂

(l)
k

)
, (24)

E
{
ysyH

s ; θ̂
(l)} = σ 2

s I +
K∑

k1=1

K∑

k2=1

γ̂
(l)
k1

(
γ̂

(l)
k2

)∗
D
(
τ̂

(l)
k1

, f̂
(l)
k1

)

× Cx

(
â(l), σ̂ 2

(l)
)

DH
(
τ̂

(l)
k2

, f̂
(l)
k2

)
. (25)

Also, the posterior correlation matrix is

R(l)
xx|y = Ex|y,θ̂ (l)

{
xxH

}

= x̂(l) (x̂(l))H + Ex|y,θ̂ (l)

{ (
x − x̂(l)) (x − x̂(l))H }

= x̂(l) (x̂(l))H + Cx

(
â(l), σ̂ 2

(l)
)

− C(l)
xy

(
C(l)

yy

)−1 (
C(l)

xy

)H
. (26)

Using the above-mentioned results, we can write (19) as

Q
(
θ ; θ̂

(l)) = (P − N) log σ 2

− 1

σ 2

(
c

(l)
3 +

(
c(l)

4

)H

a + aH c(l)
4 + aH C(l)

5 a
)

−
K∑

k1=1

K∑

k2=1

γk1γ
∗
k2

c
(l)
1 (k1, k2)

+ 2�
{

K∑

k=1

γ ∗
k c

(l)
2 (k)

}
(27)

where

c
(l)
1 (k1, k2) = E

x|y,θ̂
(l)

{
1

σ 2
s

xH DH (τk2, fk2 )D(τk1, fk1 )x
}

= 1

σ 2
s

tr
{
D(τk1, fk1 )R(l)

xx|yDH (τk2, fk2 )
}
, (28)

c
(l)
2 (k) = E

x|y,θ̂
(l)

{
1

σ 2
s

xH DH (τk, fk)ys

}

= 1

σ 2
s

(x̂(l))H DH (τk, fk)ys , (29)

c
(l)
3 = E

x|y,θ̂
(l)

{
xH

P xP

} =
N∑

i=P+1

[
R(l)

xx|y
]
i,i

, (30)

c(l)
4 = E

x|y,θ̂
(l)

{
YH xP

}

= E
x|y,θ̂

(l)

{
[xH

P xP−1, . . . , xH
P x0]H

}

=
[

N∑

i=P+1

[
R(l)

xx|y
]
i−1,i

, . . . ,

N∑

i=P+1

[
R(l)

xx|y
]
i−P,i

]H

,

(31)

C(l)
5 = E

x|y,θ̂
(l)

{
YH Y

}
(32)

with the (p, q)th element given by

[
C(l)

5

]

p,q
=

N∑

i=P+1

[
R(l)

xx|y
]
i−q,i−p

, p, q = 1, 2, . . . , P .

(33)
2) M-Step: The M-step maximizes the cost function

Q(θ ; θ̂
(l)

) with respect to (w.r.t.) the unknown parameters:

θ̂
(l+1) = arg max

θ
Q
(
θ ; θ̂

(l))
. (34)

The maximization is carried out sequentially w.r.t. each
group, including the frequencies f , the delays τ , the am-
plitudes γ , and the AR parameters θAR. When maximizing
w.r.t. a specific group, the other parameters are assumed
known using the results from the lth iteration. Note that
the cost function (27) is quadratic w.r.t. θAR and γ , and
the closed-form solutions for them can be obtained during
each iteration.

For the AR parameters, taking the derivatives w.r.t. a
and σ 2, respectively, and setting to zeros, we have

â(l+1) = −
(

C(l)
5

)−1
c(l)

4 , (35)

σ̂ 2
(l+1) = c

(l)
3 − (c(l)

4 )H
(
C(l)

5

)−1
c(l)

4

N − P
. (36)

For amplitude estimation, consider the following partial
derivatives:

∂Q
(
θ ; θ̂

(l))

∂γ ∗
k

= c
(l)
2 (k) −

K∑

k1=1

γk1c
(l)
1 (k1, k) = 0,

k = 1, . . . , K. (37)
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Algorithm 1: EM Estimator.
Input: RC observation yr , SC observation ys , and
convergence tolerance ε.
Output: Estimates of θ̂ = [ f T , τ T , γ T , θT

AR]T .

Let l = 0, set the initial value θ̂
(0)

as described in
Section III-D, and set the covariance matrix of the IO
waveform as C(0)

x = I.
repeat
1) E-step: First compute the posterior mean x̂(l)

(20) and the posterior correlation matrix (26).
Then use (28)–(31) and (33) to update the cost
function.

2) M-step:
3) Update γ (l+1) and θ

(l+1)
AR using (35)–(37).

4) Update f (l+1) and τ (l+1) using (44) and (54).
5) l = l + 1;

until ‖θ̂ (l+1) − θ̂
(l)‖ < ε

return the latest estimate of θ̂
(l+1)

The above-mentioned linear equations can be rewritten in
matrix form as Aγ̂ = b, where

[A]k1,k2
= c

(l)
1 (k1, k2), k1, k2 = 1, . . . , K, (38)

γ̂ = [γ̂ (l+1)
1 , . . . , γ̂

(l+1)
K

]T
, (39)

b = [c(l)
2 (1), . . . , c

(l)
2 (K)

]T
. (40)

After obtaining the amplitude estimate γ̂ (l+1), the remaining
problem is to estimate the delay and Doppler as
{
τ̂ (l+1), f̂

(l+1)
}

= arg max
τ , f

Q
(
τ , f ; γ̂ (l+1), θ̂

(l+1)
AR

)
(41)

where

Q
(
τ , f ; γ̂ (l+1), θ̂

(l+1)
AR

)
= (P − N) log σ̂ 2

(l+1)

− 1

σ̂ 2
(l+1)

(
c

(l)
3 +

(
c(l)

4

)H

â(l+1) + (â(l+1))H c(l)
4

+ (â(l+1))H C(l)
5 â(l+1)

)

−
K∑

k1=1

K∑

k2=1

γ̂
(l+1)
k1

(
γ̂

(l+1)
k2

)∗
c

(l)
1 (k1, k2)

+ 2�
{

K∑

k=1

(
γ̂

(l+1)
k

)∗
c

(l)
2 (k)

}
. (42)

The above-mentioned maximization may be achieved by a
multidimensional search, which is, however, computation-
ally intensive. In the next section, we develop an efficient
procedure to solve the problem by utilizing the FFT algo-
rithm and interpolation techniques.

An iteration is complete after all parameters have been
updated. The process is repeated until the algorithm con-
verges, e.g., when the following inequality holds for some

small tolerance ε: ‖θ̂ (l+1) − θ̂
(l)‖ < ε. Our proposed esti-

mation algorithm is summarized in Algorithm 1.

C. Fast Implementation

The idea is to first use the FFT to approximately locate
the peak of the cost function (42). Then, simple interpola-
tion techniques are applied to interpolate the values of the
cost function over the local region with any desired sample
spacing, which avoids computing a larger sized FFT and
improves the estimation accuracy.

1) Target Delay and Doppler Estimation: Consider
the estimation of the kt th target, which has two unknown
parameters {τkt

, fkt
}. Neglecting the terms in (42) that are

independent of {τkt
, fkt

}, we have

{τ̂ (l+1)
kt

, f̂
(l+1)
kt

} = arg max
τkt ,fkt

Qkt

(
τkt

, fkt

)
(43)

where

Qkt

(
τkt

, fkt

)
� 2�

{(
γ̂

(l+1)
kt

)∗
c

(l)
2 (kt )

−
∑

k �=kt

γ̂
(l+1)
k

(
γ̂

(l+1)
kt

)∗
c

(l)
1 (k, kt )

}
. (44)

To estimate the kt th target, all the other delay and Doppler
parameters are fixed to their latest updates.

Both c
(l)
1 (k1, k2) and c

(l)
2 (k) share the scaling coefficient

1
σ 2

s
, which can be dropped without affecting the solution.

Therefore, c
(l)
2 (kt ) can be simplified as

c
(l)
2 (kt ) = (x̂(l))HDH (τkt

, fkt
)ys

= (x̂(l))H TH W(−τkt
�f )H TW(fkt

Ts)
H ys

= 1

M

M∑

p=1

⎛

⎝
M∑

q=1

[
G
]
p,q

e−j2π (q−1)fkt Ts

⎞

⎠ ej2π (p−1)τkt �f

(45)

where

[G]p,q =
√

M[x∗
f ]p[ys]qe

−j2π (p−1)�f (q−1)Ts (46)

and

xf = Tx̂(l). (47)

The proof for (45) is provided in Appendix A. Accord-
ing to (46), we can write G as

G = M�xT�y (48)

where �x and �y are diagonal matrices with diagonal el-
ements given by [�x]m,m = [x∗

f ]m for m = 1, . . . , M and
[�y]m,m = [ys]m for m = 1, . . . , M . T is the M-point DFT
matrix. Note that the last line of (45) is in the form of a
two-dimensional (2-D) FFT.

For the second term in (44), we cannot directly apply
a 2-D FFT. Instead, we consider the following rank-1 ap-
proximation:

c
(l)
1 (k, kt ) = E

x|y,θ̂
(l)

{
xH DH (τkt

, fkt
)D(τ (l)

k , f
(l)
k )x

}

≈ (x̂(l))H TH W(−τkt
�f )H TW(fkt

Ts)
H D(τ (l)

k , f
(l)
k )x̂(l)

= (x̂(l))H TH W(−τkt
�f )H TW(fkt

Ts)
H x̄(l) (49)
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where

x̄(l) = D(τ (l)
k , f

(l)
k )x̂(l). (50)

Following similar steps used for c
(l)
2 (kt ), we can write (49)

as a 2-D FFT form as in (45), except that the matrix G is
now replaced by

G′ = M�xT�′
y (51)

where �′
y is a diagonal matrix with diagonal elements given

by [�′
y]m,m = [x̄]m for m = 1, . . . , M .

Thus, the maximization of (43) can be solved by com-
bining the 2-D FFT terms of c

(l)
2 (kt ) and c

(l)
1 (k, kt ) in (44)

and identifying the peak of the cost function Qkt
(τkt

, fkt
).

Then, the delay and Doppler estimates can be obtained from
the peak location {u, v} on the 2-D FFT grid through the
following relation:

τk = −v − 1 − M

�f M
, fk = u − 1

TsM
. (52)

2) Clutter Delay Estimation: Consider estimating the
delay τkc

of the kcth clutter component. Dropping the terms
in the cost function (42) that are independent of τkc

, we have

τ̂
(l+1)
kc

= arg max
τkc

Qkc
(τkc

, fkc
= 0) (53)

where

Qkc

(
τkc

, fkc
= 0
)

� 2�
{

(γ̂ (l+1)
kc

)∗c(l)
2 (kc)

−
∑

k �=kc

γ̂
(l+1)
k

(
γ̂

(l+1)
kc

)∗
c

(l)
1 (k, kc)

}
. (54)

For the first term, we have

c
(l)
2 (kc) = (x̂(l))H DH (τkc

, fkc
)ys

= (x̂(l)
)H

TH W(−τkc
�f )H Tys

= xH
f W(−τkc

�f )H yf

= 1

M

M∑

m=1

[g]mej2π (m−1)τkc �f , fkc
= 0 (55)

where

g = Mx∗
f � yf , (56)

xf = Tx̂(l), yf = Tys . (57)

It is clear that (55) is an M-point one-dimensional (1-D)
inverse FFT (IFFT). For the second term, after a similar
rank-1 approximation previously used for target parameter
estimation, we have

c
(l)
1 (k, kc) = E

x|y,θ̂
(l)

{
xH DH (τkc

, fkc
)D
(
τ

(l)
k , f

(l)
k

)
x
}

≈ (x̂(l))H TH W(−τkc
�f )H TD(τ (l)

k , f
(l)
k )x̂(l), fkc

= 0.

(58)

Following similar steps in (55), we can rewrite (58) as a
1-D IFFT with g and yf replaced by

g′ = Mx∗
f � y′

f , (59)

y′
f = TD

(
τ

(l)
k , f

(l)
k

)
x̂(l). (60)

So the delay estimation can be obtained by combining
the 1-D IFFT terms of c

(l)
2 (kc) and c

(l)
1 (k, kc) in (54), and

identifying the peak location of the resulting cost func-
tion. Finally, the delay estimate can be obtained by the
following relationship between the 1-D IFFT grid v and
delay τk:

τk = v − 1

�f M
. (61)

3) Interpolation: The above-mentioned fast imple-
mentation can find the peak location of the cost function
on the FFT or IFFT grid. Further improvement in estima-
tion accuracy can be obtained by interpolating on the FFT
or IFFT grid. Here, we consider a simple quadratic 1-D
interpolation method using three grid points along either
the Doppler or delay dimension. Consider, for example, the
interpolation for the clutter delay estimation. Let v0 denote
the peak location of the cost function on the IFFT grid. For
notational simplicity, we write the cost function (54) eval-
uated at the vth IFFT grid as Qkc

(v). The 3-point quadratic
interpolation employs Qkc

(v0) as well as two adjacent IFFT
points on both sides of the peak location, i.e., Qkc

(v0 − 1)
and Qkc

(v0 + 1), and computes an offset of the peak loca-
tion as [31, pp. 264–270]

�v =
− 1

2

{∣∣Q̂(l+1)
kc

(v0 + 1)
∣∣− ∣∣Q̂(l+1)

kc
(v0 − 1)

∣∣
}

∣∣Q̂(l+1)
kc

(v0 − 1)
∣∣− 2

∣∣Q̂(l+1)
kc

(v0)
∣∣+ ∣∣Q̂(l+1)

kc
(v0 + 1)

∣∣ .

(62)
The new peak location following interpolation is then given
by v0 + �v. Converting the grid location to delay, we have
the following updated delay estimate:

τk = v0 − 1 + �v

�f M
. (63)

Due to its simple closed form, the above-mentioned interpo-
lation can be applied every time an IFFT peak is identified,
i.e., for each EM iteration. Similar interpolation can be ap-
plied to improve the target delay and Doppler estimates.
Finally, for such FFT- or IFFT-based interpolation meth-
ods, it is often recommended to apply a window function
prior to taking the FFT or IFFT to ensure the three adjacent
points are on the same main lobe of the cost function [31].

D. Parameter Initialization

In this section, we discuss the initialization for the pro-
posed EM algorithm. First, the EM algorithm requires
initial estimates of the IO waveform covariance matrix
Cx(a, σ 2), which depends on the AR parameters. Here,
we initialize it as an identity matrix, which means that the
waveform correlation is ignored for the initialization. Next,
the amplitudes, delays, and Doppler frequencies are ini-
tialized through the following process, henceforth referred
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Fig. 2. MSE versus SNRs with highly (ρ = 0.9) and lowly (ρ = 0.1) correlated IO waveforms. (a) Target delay and (b) target Doppler with ρ = 0.9;
and (c) target delay and (d) target Doppler with ρ = 0.1.

to as the MCC estimator, since it is able to obtain coarse
estimates of these parameters. The MCC is based on the
widely used successive interference cancellation method,
which starts with sequentially estimating and canceling the
stronger signal components (e.g., DPI and clutter) from the
observed signal, and then using the residual to estimate the
weaker signal components (e.g., target signals). In the fol-
lowing, we briefly summarize the main steps of the MCC.
For simplicity, we assume there is only one clutter domi-
nant scatterer and one target component in the observation.
The extension to the case with multicomponents for each
signal category is straightforward.

By ignoring the presence of the target and clutter, a
coarse estimate of the DPI amplitude can be obtained by
least-squares (LS):

γ̄1 = yH
r ys

‖yr‖2
. (64)

Using the reference signal yr as an estimate of the IO wave-
form, we can cancel the DPI in ys :

y′
1 = ys − γ̄1yr . (65)

The DPI-canceled signal can be used for clutter delay esti-
mation (ignoring the presence of the target signal):

τ̄3 = arg max
τ

∣∣y′H
1 TH W(−τ�f )Tyr

∣∣. (66)

The clutter signal amplitude can be obtained by LS:

γ̄3 =
(
TH W(−τ̄3�f )Tyr

)H
y′

1∥∥TH W(−τ̄3�f )Tyr

∥∥2 . (67)

Then, we can cancel the clutter component:

y′
2 = y′

1 − γ̄3TH W(−τ̄3�f )Tyr . (68)

The residual is next used for target delay and Doppler esti-
mation:

{τ̄2, f̄2} = arg max
τ,f

∣∣y′H
2 W(f Ts)TH W(−τ�f )Tyr

∣∣.
(69)

Finally, the target echo amplitude is obtained by LS:

γ̄2 =
(
W(f̄2Ts)TH W(−τ̄2�f )Tyr

)H
y′

2∥∥W(f̄2Ts)TH W(−τ̄2�f )Tyr

∥∥2 . (70)

E. Cramér–Rao Lower Bound

The unknown parameters in the estimation problem in-
clude

φ = [ f T

︸︷︷︸
1×Kt

, τ T

︸︷︷︸
1×(Kt+Kc)

, φT
γ︸︷︷︸

1×2K

, φT
AR︸︷︷︸

1×(2P+1)

]T
(71)
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Fig. 3. MSE versus SNRr when ρ = 0.9. (a) Target delay and (b) target
Doppler.

where K = Kt + Kc + 1, f = [f2, . . . , fKt+1]T , τ = [τ2,

. . . , τK ]T , φγ = [γ r
1 , . . . , γ r

K, γ i
1 . . . , γ i

K ]T are the real and
imaginary parts of the complex amplitudes, and φAR =
[�{aT }, �{aT }, σ 2]T are AR parameters. The total number
of unknown parameters is L = 4Kt + 3Kc + 2P + 3.

By the Slepian–Bangs formula, the entries of the L ×
L Fisher information matrix (FIM) F are given by [30,
pp. 524–525]

[F]i,j = tr

{
C−1

y (φ)
∂Cy(φ)

∂θi

C−1
y (φ)

∂Cy(φ)

∂θj

}
,

i, j = 1, . . . , L (72)

where Cy(φ) has the same form as C(l)
yy in (22) except that

the unknown parameters are φ instead of the estimate θ̂
(l)

.
Details of computing the partial derivatives used in the

FIM are provided in Appendix B. The CRLB is given by
the diagonal elements of the inverse of the FIM:

CRLB([φ]l) = [F−1]
l,l

, l = 1, . . . , L. (73)

IV. NUMERICAL SIMULATIONS

In this section, numerical simulations are provided to
demonstrate the performance of the proposed estimators
in DPI and clutter-contaminated environment. In the
simulations, we first consider two types of simulated
IO waveforms and then examine the performance of the
various estimators using FM signals.

The first type of simulated IO waveforms is first-order
AR processes with the AR coefficient a and driving noise
variance σ 2, which are used to compute the ACF sequence
using the Yule–Walker equations. The temporal covariance
matrix is Hermitian, Toeplitz, and is fully determined
by the ACF sequence. The second type of simulated IO
waveforms reflects a more practical scenario, where each
IO waveform is generated as a correlated stochastic process
that has a widely used Gaussian-shaped power spectral
density (PSD) but is not an AR process. Specifically, the
temporal correlation of the random process denoted by

the correlation lag n is given by r(n) = Pxe
− n2

2δ2
v , where

Px denotes the average power of the waveform and δv

is the standard deviation that specifies how rapidly the
waveform fluctuates in time: a small value of δv implies
that the waveform is lowly correlated and vice versa. The
IO waveform covariance matrix Cx as a function of δv is
obtained from the above-mentioned temporal correlation:
r(0), r(1), . . . , r(N − 1). It should be noted that with the
Gaussian-shaped PSD, the random process is not an AR
process. In this case, there is a model mismatch with our
proposed AR model based EM estimator. Nevertheless, as
we shall see, even with mismatch, the AR process is still
able to effectively capture the temporal correlation of the
random waveform, which allows us to exploit the correla-
tion for passive sensing. Under both data models, the corre-
lation is measured by the following correlation parameter:

ρ = 1

N − 1

N−2∑

n=0

∣∣∣
r(n + 1)

r(n)

∣∣∣. (74)

In the sequel, we will test different estimators under both
high correlation and low correlation scenarios measured
by ρ.

We assume that the noise in the RC and SC is zero-mean
white Gaussian with variance σ 2

s and σ 2
r , respectively. The

SNR in the RC is defined as

SNRr = NPx

Mσ 2
r

(75)

where M is the observation length, while N is the length of
the IO waveform. Px = σ 2

1−|a|2 is the average power of the
IO waveform. The DPI-to-noise ratio (DNR) in the SC is

DNRs = NPx |γ1|2
Mσ 2

s

(76)

the SNR in the SC is

SNRs = NPx |γt |2
Mσ 2

s

(77)
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Fig. 4. MSE versus DNRs when ρ = 0.9. (a) Target delay and (b) target
Doppler.

and the clutter-to-noise ratio (CNR) in the SC is

CNRs = NPx |γc|2
Mσ 2

s

(78)

where γt is the target echo amplitude and γc is the clutter
echo amplitude.

The following methods are considered in our simu-
lations. We consider several EM-based estimators with
variations. The first is our proposed AR model based
EM, denoted as EM-AR. The second is an impaired EM,
which ignores the IO waveform correlation by setting
the waveform covariance matrix Cx = I. The third is a
clairvoyant EM, which assumes Cx is known and bypasses
the related estimation. Clearly, the clairvoyant EM offers
a benchmark for the proposed EM-AR estimator. Also
included in comparison is the successive interference
cancellation based MCC method (see Section III-D),
which offers coarse estimates of the parameters but is
computationally efficient. The above-mentioned estimators
are tested with simulated data generated by using the first
kind IO waveform, i.e., AR model based waveform, for

Fig. 5. MSE of the estimator under different CNRs when ρ = 0.9. (a)
Target delay and (b) target Doppler.

which case the CRLB can be evaluated and is included for
comparison. Finally, our EM-AR estimator is also tested
with the second kind IO (non-AR) waveforms, and the
corresponding results are shown under EM-AR (mismatch)
to illustrate how model mismatch affects the performance
of the EM-AR estimator. Since the other estimators do not
impose the AR assumption, their results, in this case, are
unaffected and thus omitted due to space limitation.

The simulated data include one target signal, DPI, and
one major clutter component with the following parameters
unless otherwise stated: target Doppler ft = 25.12fs

M
Hz, tar-

get delay τt = 28.89Tss, and clutter delay τc = 10.24Tss,
where fs is the sampling rate in Hz, Ts is the sampling in-
terval in seconds, and M is the number of samples in time
and also the number of samples in frequency when convert-
ing the signal to the frequency domain [cf., (5)]. The IO
waveforms are randomly generated from trial to trial. For
the first type of IO waveform, the AR driving noise variance
σ 2 = 10. We set the FFT size Nc = 1024, the observation
length M = 100, and IO waveform duration N = 70.

Fig. 2 shows the mean squared error (MSE) for the tar-
get delay and Doppler under both high correlation and low

1144 IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS VOL. 54, NO. 3 JUNE 2018



correlation scenarios with different SNRs when DNRs =
10 dB, CNRs = 10 dB, and SNRr = 5 dB. In Fig. 2(a)
and 2(b), where ρ = 0.9, the results show that the MSE
of the clairvoyant EM reaches the CRLB at high SNRs

and the performance of the EM-AR is very close to that of
the clairvoyant EM. It is also seen that the impaired EM
is notably worse than the EM-AR since the former does
not exploit the waveform correlation. The EM-AR with
mismatch experiences a slight degradation but is still better
than the impaired EM. Despite its computational efficiency,
the MCC estimator has the worst performance. In Fig. 2(c)
and (d), where ρ = 0.1, the MSE curves have a similar
trend except that the performance of the impaired EM gets
closer to that of the EM-AR, comparing to the former higher
correlation case. This is expected since with low correla-
tion implies less benefit can be derived from exploiting the
correlation.

The estimation performance versus SNRr is shown in
Fig. 3, where ρ = 0.9, DNRs = 10 dB, CNRs = 10 dB,
and SNRs = 5 dB. It is observed that all the methods seem
to benefit from a better RC measured by a higher SNRr . It
can be seen that the performance gap between the proposed
EM-AR and the clairvoyant EM is very small and both
approach the CRLB, while the impaired EM is much worse
than its two counterparts and only approaches the latter at
very high SNRr . It can also be seen that the MCC fails to
accurately estimate the target delay, although it has better
Doppler estimate at high SNRr .

In Fig. 4, the estimation performance is presented
as a function of DNRs , where ρ = 0.9, CNRs = 10 dB,
SNRr = 5 dB, and SNRs = 5 dB. We can see that increas-
ing DNRs does not lead to significant performance differ-
ence for the three EM estimators, while the MCC is more
sensitive to the DPI. The proposed EM-AR is again very
close to the clairvoyant EM, indicating the effectiveness of
the AR model in exploiting the waveform correlation to
enhance estimation accuracy.

Fig. 5 shows the estimation performance versus
CNRs , where ρ = 0.9, DNRs = 10 dB, SNRr = 5 dB, and
SNRs = 5 dB. In this scenario, it can be seen that there is
some degradation for target estimation as the clutter gets
stronger with increasing CNRs . The performance of the
proposed EM-AR is very similar to that of the clairvoyant
EM. Both outperform the impaired EM. The MCC is much
worse than the other estimators and exhibits substantial
performance degradation as CNRs increase.

Fig. 6 shows a scenario where two targets and two clutter
scatterers are included in the simulation data. The parame-
ters associated with the first target and the first clutter scatter
are the same, as shown in Fig. 4. The parameters associated
with the second target are ft = 29.06fs

M
Hz, τt = 20.94Ts s,

and SNRs = 5 dB. The parameters associated with the sec-
ond clutter scatterer are τc = 16.19Ts s and CNRs = 5 dB.
For the proposed EM-AR estimator, the MSE of delay and
Doppler of the first target is similar, as shown in Fig. 4.
Fig. 6 depicts the performance of the various estimators
and CRLB for the second target. The results show that
while the heuristic MCC experiences notable degradation,

Fig. 6. MSE of the estimator under different DNRs with two targets and
two clutters. (a) Target2 delay and (b) target2 Doppler.

the proposed EM-AR is still close to the CRLB for the
multitarget, multiclutter-scatterer scenario.

Finally, we test the performance of the various estima-
tors by using FM signals, which are widely considered for
passive radar applications [11]–[13], [32], [33]. The estima-
tion performance of using an FM waveform as the IO sig-
nal versus SNRs is shown in Fig. 7, where DNRs = 10 dB,
CNRs = 10 dB, and SNRr = 5 dB. Because the exact co-
variance matrix of the FM radio signal is unknown, the
clairvoyant EM cannot be implemented and is skipped in
this simulation. The results show that the proposed EM-AR
still outperforms the impaired EM with a similar perfor-
mance gain when compared with the results in Fig. 2(a)
and (b) that were based on simulated IO waveforms.

V. CONCLUSION

In this paper, we have addressed the parameter estima-
tion problem for passive radar by exploiting the correlation
of the IO waveform. We proposed an EM-AR approach in
the presence of noise, DPI, and clutter by modeling the
waveform as an AR process. The AR model is then in-
tegrated into an EM framework for parameter estimation.
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Fig. 7. MSE of the estimator under different SNRs using FM waveform
as IO signal. (a) Target delay and (b) target Doppler.

We also proposed a fast implementation scheme based on
the FFT and interpolation to replace the conventional 1-D
and 2-D search commonly used in the EM algorithm. The
performance assessment, which has been undertaken un-
der various scenarios, has shown that the proposed EM-AR
estimator is close to the clairvoyant EM, which assumes
knowledge of the waveform covariance matrix. Both are
close to the CRLB under a wide range of operation condi-
tions. Both also greatly outperform the impaired EM that
ignores the waveform correlation. Our results indicate that
using the AR model to exploit the correlation of the IO
waveform is an effective way to enhance passive sensing
performance.

APPENDIX

A. Proof of (45)

The proof proceeds by calculation. Using the definition
in (47), we have

c
(l)
2 (kt ) = (x̂(l)

)H
TH W(−τkt

�f )H TW(fkt
Ts)

H ys

= (Tx̂(l))H W(−τkt
�f )H

(
TW(fkt

Ts)
H ys

)

=
M∑

p=1

[g]pej2π (p−1)τkt �f (79)

where g � x∗
f � h, and h � TW(fkt

Ts)H ys . Since [T]p,q =
1√
M

e−j2π (p−1)�f (q−1)Ts and [W(x)]p,p = ej2π (p−1)x , we
have

[h]p = 1√
M

M∑

q=1

[ys]qe
−j2π (q−1)fkt Ts e−j2π (p−1)�f (q−1)Ts .

(80)
Then, we have

[g]p = [x∗
f ]p√
M

M∑

q=1

[ys]qe
−j2π (q−1)fkt Ts e−j2π (p−1)�f (q−1)Ts

= 1

M

M∑

q=1

[
G
]
p,q

e−j2π (q−1)fkt Ts (81)

where

[G]p,q =
√

M[x∗
f ]p[ys]qe

−j2π (p−1)�f (q−1)Ts . (82)

Hence, (79) can be rewritten as

c
(l)
2 (kt ) =

M∑

p=1

[g]pej2π (p−1)τkt �f

= 1

M

M∑

p=1

[ M∑

q=1

[
G
]
p,q

e−j2π (q−1)fkt Ts
]
ej2π (p−1)τkt �f .

(83)

B. Fisher Information Matrix

Recall the parameter set defined in (71), repeated as
follows for easy reference:

φ = [ f T

︸︷︷︸
1×Kt

, τ T

︸︷︷︸
1×(Kt+Kc)

, φT
γ︸︷︷︸

1×2K

, φT
AR︸︷︷︸

1×(2P+1)

]T
.

The FIM (72) involves computing the partial derivative of
Cy(φ) w.r.t. the individual group of parameters. To sim-
plify the notation in the following derivation, we define
E � E{yryH

r ; φ}, H � E{yryH
s ; φ}, and J � E{ysyH

s ; φ} to
represent the composing block matrices of Cy(φ), similar
to those in (22).

First consider the partial derivatives of E, which only de-
pends on the AR parameters. Therefore, the partial deriva-
tives of E w.r.t. f , τ , and φγ are zeros, i.e.,

∂E
∂[φ]�

= 0, � = 1, . . . , L − 2P − 1 (84)

and the partial derivatives of E w.r.t. φAR are

∂E
∂[φ]�

= ��, � = L − 2P, . . . , L (85)
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where the specific form of �� depends on the IO wave-
form covariance matrix Cx(a, σ 2). Note that no closed-form
expression for Cx(a, σ 2) for a general AR model exists.
However, it can be recursively determined by the inverse
Levinson algorithm from a and σ 2 [28]. Consider, e.g., the
first-order AR process. The covariance matrix is given by

[
Cx(a, σ 2)

]
m,n

= σ 2(−a)|m−n|

1 − |a|2 , m, n = 1, . . . , N,

(86)
In this case, we have P = 1, and it is easy to show that the
M × M matrix �� for � = L − 2, . . . , L is given by

[�L−2]m,n = |m − n|(|a|2 − 1) − 2a�{a}
(1 − |a|2)2(−a)1−|m−n| σ 2,

[�L−1]m,n = |m − n|(|a|2 − 1) − 2a�{a}
(1 − |a|2)2(−a)1−|m−n| σ 2,

[�L]m,n = (−a)|m−n|

1 − |a|2 , m, n = 1, . . . , N. (87)

For notational simplicity, we use the following short-
hand notation for the delay-Doppler shifting matrix
[cf., (5)]:

Dk � D(τk, fk). (88)

Now, we consider the partial derivatives of H. The partial
derivatives of H w.r.t. the target Doppler f , i.e., [φ]� for
� = 1, . . . , Kt , can be expressed as

∂H
∂[φ]�

= γ ∗
�+1CxDH

�+1	
H
f (89)

where 	f is a diagonal matrix with diagonal elements
[	f ]m,m = j2πmTs , m = 1, . . . , M . The partial deriva-
tives of H w.r.t. the target and clutter delay τ , i.e., [φ]�
for � = Kt + 1, . . . , 2Kt + Kc, are given by

∂H
∂[φ]�

= γ ∗
�−Kt+1CxDH

�−Kt+1	
H
t (90)

where 	t is diagonal with diagonal elements [	t ]m,m =
−j2πm�f , for m = 1, . . . , M . The partial derivatives of
H w.r.t. the real parts of the complex amplitude, i.e., [φ]�
for � = 2Kt + Kc + 1, . . . , 2Kt + Kc + K , are

∂H
∂[φ]�

= CxDH
�−2Kt−Kc

(91)

and the partial derivatives of H w.r.t. the imaginary parts of
the complex amplitude, i.e., [φ]� for � = 2Kt + Kc + K +
1, . . . , 2Kt + Kc + 2K , are

∂H
∂[φ]�

= −j
∂H

∂[φ]�−K

. (92)

The partial derivatives of H w.r.t. the AR parameters φAR
are

∂H
∂[φ]�

= ��

K∑

k=1

γ ∗
k DH (τk, fk), � = L − 2, . . . , L.

(93)
Finally, consider the partial derivatives of J. The partial

derivatives of J w.r.t. the target Doppler f , i.e., [φ]� for

� = 1, . . . , Kt , are

∂J
∂[φ]�

=
K∑

k=1

γkγ
∗
�+1DkCxDH

�+1	
H
f

+
K∑

k=1

γ ∗
k γ�+1	f D�+1CxDH

k (94)

and the partial derivatives of J w.r.t. the target and clutter
delay τ , i.e., [φ]� for � = Kt + 1, . . . , 2Kt + Kc, are

∂J
∂[φ]�

=
K∑

k=1

γkγ
∗
�−Kt+1DkCxDH

�−Kt+1	
H
t

+
K∑

k=1

γ ∗
k γ�−Kt+1	tD�−Kt+1CxDH

k . (95)

By defining

ϒ i �
K∑

k=1

γkDkCxDH
i (96)

the partial derivatives of J w.r.t. the real parts of the complex
amplitude, i.e., [φ]� for � = 2Kt + Kc + 1, . . . , 2Kt +
Kc + K , can be expressed as

∂J
∂[φ]�

= ϒH
�−2Kt−Kc

+ ϒ�−2Kt−Kc
(97)

and the partial derivatives of J w.r.t. the imaginary parts of
the complex amplitude, i.e., [φ]� for � = 2Kt + Kc + K +
1, . . . , 2Kt + Kc + 2K , are

∂J
∂[φ]�

= jϒH
�−2Kt−Kc−K − jϒ�−2Kt−Kc−K. (98)

The partial derivatives of J w.r.t. the AR parameters φAR
are

∂J
∂[φ]�

=
K∑

k2=1

K∑

k1=1

γk1γ
∗
k2D(τk1, fk1)��DH (τk2, fk2),

� = L − 2, . . . , L. (99)
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