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#### Abstract

In this paper, we consider the timing and carrier frequency offset (CFO) estimation problem for digital video broadcasting-second generation terrestrial (DVB-T2) transmissions by utilizing the P1 symbol. Unlike previous studies, an unknown fading channel scenario is considered. Two maximum likelihood (ML) methods are derived by modeling the transmitted signal as a stochastic and, respectively, a deterministic unknown waveform. The proposed stochastic ML (SML) algorithm can jointly estimate the received signal power, time delay, and CFO. By ignoring the presence of null carriers in the P1 symbol, the SML method can be simplified with a lower complexity. Meanwhile, the proposed deterministic ML method is more flexible and computationally simpler compared with the SML method. Numerical results are presented to illustrate the performances of the proposed estimators along with several existing solutions for DVB-T2 signal synchronization. In addition, Cramér-Rao lower bounds are evaluated for the considered estimation problem.


Index Terms-Digital TV broadcast, maximum likelihood estimation, synchronization.

## I. Introduction

T1 O MEET the growing demand of the high definition television (HDTV), ultra high definition television (UHDTV), and mobile TV services, the digital video broadcasting-second generation terrestrial (DVB-T2) standard [1], an extension of its predecessor digital video broadcasting-terrestrial (DVB-T) standard [2], has been devised and considered for deployment in many areas. The DVB-T2 system transmits compressed digital audio, video, and data through "physical layer pipes" by using orthogonal frequency division multiplexing (OFDM) modulation [3] with concatenated channel coding and interleaving. DVB-T2 offers a higher bit rate than DVB-T, and digital terrestrial television (DTT) systems based on DVB-T2 provide

[^0]more robustness, flexibility and at least 50 percent more efficiency than any other DTT systems. Due to these advantages, the research on DVB-T2 systems has received significant interest in recent years (see [4]-[18] and references therein).

In digital TV broadcasting systems, the synchronization is of particular importance because its performance significantly affects the zap time during switching channels [13] and consequently the user experience, especially when it comes to the mobile services [11], [15]. Therefore, to rapidly acquire the timing and accurately estimate the carrier frequency offset (CFO), DVB-T2 includes many unique features, one of which is that a preamble denoted P1 symbol is adopted at the very beginning of each physical-layer frame [19]. A P1 symbol consists of three sections: the central section is generated by an inverse Fourier transform of a sequence of OFDM symbols, and the other two sections, respectively added before and after the central one, are frequency-shifted repetitions of some samples of the central section. This structure is designed to improve robustness against both false detection and loss of detection caused by long-delayed echoes of the channel or spurious signals, such as continuous-wave interferers [19]. In addition to synchronization, the P1 symbol can be used to identify the DVB-T2 frames and convey the 7-bit information for the transmission mode [7]. In [9] and [12], the P1 symbol is also utilized to do the channel estimation after its capture and decoding.

The time delay and CFO estimation by using the P1 symbol has been previously studied in the literature. Two slightly different cross-correlation (CC) based methods are proposed in [5] and [6] to implement the fast synchronization with low complexity. They provide very similar P1 detection and synchronization performance. In [16]-[18], the performance of the correlation-based method is analyzed in some specific channel conditions, such as the two-tap channels with special delays, mobile satellite channels, and mobile terrestrial channels. On the other hand, despite the fact that the generation of the P1 symbol is similar to an OFDM block whose synchronization has been widely studied [20]-[26], none of these algorithms can be directly applied to the P1 symbol, since the structure of the P1 symbol is different from those of conventional OFDM blocks. In other words, a P1 symbol has two special guard intervals placed before and after the main body, respectively, while a conventional OFDM block only has a cyclic prefix. Extending OFDM-based synchronization studies in [26]-[29], a maximum likelihood (ML) synchronization scheme is proposed in [13] for DVB-T2 by exploiting
the structure of the P1 symbol. Two simplified algorithms are presented. Simulations show that the proposed methods outperform the correlation-based method. Nevertheless, the problem in [13] is solved under the assumption that the received signal power is known a-priori.

In this paper, we consider the time delay and CFO estimation, by exploiting the special structure of the P1 symbol, over an unknown fading channel. Our study is motivated by the fact that fading is ubiquitous in broadcasting systems due to multipath propagation and shadowing effects from obstacles [30], and the fact that the channel gain is generally unknown to the receiver during the synchronization phase. Two ML synchronization approaches are proposed based on two different models for the transmitted signal. First, based on a stochastic model, we develop a stochastic ML (SML) method which can jointly estimate the received signal power, time delay, and CFO. By further assuming that all sub-carriers in the P1 symbol are active, the SML method is simplified with a lower computational complexity. Second, a deterministic ML (DML) method is proposed by modeling the transmitted signal as unknown deterministic quantities. In contrast with the SML method, the DML method is more flexible in that its implementation is independent of the presence/absence of the null carriers in the P1 symbol. Furthermore, the DML estimator is computationally simpler than the SML estimator, however at a price of reduced estimation accuracy. Numerical results are presented to demonstrate the effectiveness of the proposed methods relative to several existing solutions. Cramér-Rao lower bounds (CRLB) are also assessed for the considered estimation problem in the numerical simulations.

The remainder of the paper is organized as follows. In Section II, we illustrate the particular structure of the P1 symbol and formulate our problem. The ML synchronization algorithms based on the stochastic model and the CRLBs thereof are derived in Section III, and Section IV addresses the deterministic model as well as the corresponding CRLBs. Numerical results and discussions are included in Section V, followed by the conclusion in Section VI.

Notation: Vectors (matrices) are denoted by boldface lower (upper) case letters, and all vectors are column vectors. Superscripts $(\cdot)^{*},(\cdot)^{T}$, and $(\cdot)^{H}$ denote complex conjugate, transpose, and complex conjugate transpose, respectively. $\mathfrak{R}\{\cdot\}$ and $\mathfrak{J}\{\cdot\}$ represent the real and the imaginary parts of a complex quantity, respectively. $E\{\cdot\}$ denotes statistical expectation, $j$ stands for the imaginary unit, $\mathbf{0}_{p \times q}$ denotes a $p \times q$ matrix with all zero entries, $\mathbf{I}_{n}$ denotes an identity matrix of size $n$, $\odot$ denotes the Hadamard product, $[\cdot]_{m, n}$ denotes an entry at the $m$-th row and the $n$-th column of a matrix, $\sim$ means "is distributed as," $\mathcal{C N}$ denotes a circularly symmetric, complex Gaussian distribution, $|\cdot|$ represents the determinant (modulus) of a matrix (complex number), and $\operatorname{tr}\{\cdot\}$ denotes the trace of a matrix.

## II. Problem Formulation

In DVB-T2 systems, the data transmission is based on frames. At the top level it is organized in T2 superframes, each consisting of a particular number of consecutive


Fig. 1. Time domain structure of the P1 symbol.

T2-frames and probably several future extension frames (FEF). Each T2-frame, as well as the FEF part, always starts with a P1 symbol of duration 2048 ( 2 K ) samples with sampling rate $1 / T_{s}$. As shown in Fig. 1, the 2 K samples are divided into three parts: A, B, and C.

The central part, denoted as part A , is generated by applying an inverse Fourier transform of size $N_{a}=1024$ on the signaling vector similar to the OFDM signaling symbols in the frequency domain, where each symbol is conveyed by a distinct sub-carrier. However, as indicated in the DVB-T2 standard [1], only $M=384$ specific sub-carriers are active when generating part A , while the other sub-carriers carry zero symbols (null carriers). Consequently, the part A signal can be written as [13]

$$
\begin{equation*}
\mathbf{s}_{\mathrm{A}}=\mathbf{T}_{N_{a}} \mathbf{P d} \tag{1}
\end{equation*}
$$

where $\mathbf{d}=\left[d_{0}, d_{1}, \ldots, d_{M-1}\right]^{T}$ denotes the vector of signaling symbols in the frequency domain; $\mathbf{P}$ is the $N_{a} \times M$ active carrier pattern matrix with entries

$$
[\mathbf{P}]_{n, m}= \begin{cases}1, & \text { the } n \text {-th carrier is the } m \text {-th active carrier } \\ 0, & \text { otherwise }\end{cases}
$$

for $n=1,2, \ldots, N_{a}$ and $m=1,2, \ldots, M ; \mathbf{T}_{N_{a}}$ is the $N_{a}$-size power-normalized inverse Fourier matrix with entries $\left[\mathbf{T}_{N_{a}}\right]_{p, q}=e^{j 2 \pi(p-1)(q-1) / N_{a}} / \sqrt{M}$ for $p, q=1,2, \ldots, N_{a} ;$ $\mathbf{s}_{\mathrm{A}}=\left[s_{\mathrm{A}}(0), s_{\mathrm{A}}(1), \ldots, s_{\mathrm{A}}\left(N_{a}-1\right)\right]^{T}$ denotes the sample vector of part A generated by a transmitter.

Parts C and B are obtained by repeating the first $N_{c}=542$ samples and the last $N_{b}=482$ samples of $\mathbf{s}_{\mathrm{A}}$, respectively ( note $N_{a}=N_{b}+N_{c}$ ), each with a frequency shift of $f_{\mathrm{SH}}=1 /\left(N_{a} T_{s}\right)$. Let $\mathbf{T}_{N_{c}}$ and $\mathbf{T}_{N_{b}}$ be two matrices containing the first $N_{c}$ and the last $N_{b}$ rows of $\mathbf{T}_{N_{a}}$, respectively, and $\mathbf{T}=\left[\mathbf{T}_{N_{c}}^{T}, \mathbf{T}_{N_{a}}^{T}, \mathbf{T}_{N_{b}}^{T}\right]^{T}$; let $\mathbf{E}_{N_{c}}$ and $\mathbf{E}_{N_{b}}$ denote $N_{c^{-}}$-size and $N_{b^{-}}$ size diagonal matrices, respectively, with $\left[\mathbf{E}_{N_{c}}\right]_{p, p}=e^{j 2 \pi p / N_{a}}$ for $p=0,1, \ldots, N_{c}-1$ and $\left[\mathbf{E}_{N_{b}}\right]_{p, p}=e^{j 2 \pi p / N_{a}}$ for $p=N_{c}, N_{c}+1, \ldots, N_{a}-1$, and

$$
\mathbf{E}=\left[\begin{array}{ccc}
\mathbf{E}_{N_{c}} & \mathbf{0}_{N_{c} \times N_{a}} & \mathbf{0}_{N_{c} \times N_{b}}  \tag{2}\\
\mathbf{0}_{N_{a} \times N_{c}} & \mathbf{I}_{N_{a}} & \mathbf{0}_{N_{a} \times N_{b}} \\
\mathbf{0}_{N_{b} \times N_{c}} & \mathbf{0}_{N_{b} \times N_{a}} & \mathbf{E}_{N_{b}}
\end{array}\right]
$$

Then, the $2 N_{a}$-size vector of the transmitted P1 symbol $\mathbf{s}_{\mathrm{P} 1}=$ $\left[s_{\mathrm{P} 1}(0), s_{\mathrm{P} 1}(1), \ldots, s_{\mathrm{P} 1}\left(2 N_{a}-1\right)\right]^{T}$ can be written as [13]

$$
\begin{equation*}
\mathbf{S}_{\mathrm{P} 1}=\mathbf{E T P d} \tag{3}
\end{equation*}
$$

In the problem setup, we consider an unknown fading channel which introduces a carrier frequency offset $\Phi$ (normalized with respect to the bandwidth $1 / T_{s}$ ) and a delay of $\tau$ samples. Also, we assume that the detection phase of the P1 symbol has been completed. $N\left(N>2 N_{a}\right)$ consecutive samples of $x(n)$ are collected in a column vector (see Fig. 2) for each estimation procedure; $\mathbf{s}_{1}=\left[s_{1}(0), s_{1}(1), \ldots, s_{1}(\tau-1)\right]^{T}$


Fig. 2. Transmitted signal during the observing window.
and $\mathbf{s}_{2}=\left[s_{2}(0), s_{2}(1), \ldots, s_{2}\left(N-\tau-2 N_{a}-1\right)\right]^{T}$ are used to denote the signals transmitted before and after the P1 symbol, respectively. Hence, the observed data $\mathbf{x}=[x(0), x(1), \ldots, x(N-1)]^{T}$ at the receive end is given by

$$
\begin{equation*}
\mathbf{x}=\alpha \mathbf{s} \odot \mathbf{e}+\mathbf{w} \tag{4}
\end{equation*}
$$

where $\alpha$ denotes the unknown coefficient regarding the channel gain, $\mathbf{s}=[s(0), s(1), \ldots, s(N-1)]^{T}$ with

$$
s(n)= \begin{cases}s_{1}(n), & n \in[0, \tau-1]  \tag{5}\\ s_{P_{1}}(n-\tau), & n \in\left[\tau, \tau+2 N_{a}-1\right] \\ s_{2}\left(n-\tau-2 N_{a}\right), & n \in\left[\tau+2 N_{a}, N-1\right]\end{cases}
$$

$\mathbf{e}=\left[1, e^{j 2 \pi \Phi}, \ldots, e^{j 2 \pi \Phi(N-1)}\right]^{T}$ transforms the CFO onto the discrete time domain, and $\mathbf{w}=[w(0), w(1), \ldots, w(N-1)]^{T}$ is the noise sample vector with distribution

$$
\begin{equation*}
\mathbf{w} \sim \mathcal{C N}\left(\mathbf{0}, \eta \mathbf{I}_{N}\right) \tag{6}
\end{equation*}
$$

where $\eta$ is the noise power (variance). Note that $\tau$ is an integer in $\left[0, N-2 N_{a}\right]$, and that $\Phi$ can be decomposed into an integer number $\left(0 \leq F<N_{a}\right)$ of sub-carriers plus a fractional part $(0 \leq \phi<1)$ of a sub-carrier whose normalized spacing is $1 / N_{a}$ [7], i.e.,

$$
\begin{equation*}
\Phi=\frac{1}{N_{a}}(F+\phi) \tag{7}
\end{equation*}
$$

In [13], it is assumed that the total received signal power and $E\left\{|\alpha s(n)|^{2}\right\}$, which is the contribution from the DVB-T2 signal, are both known. Although the total received power can be measured in practice, it is not easy to estimate the power of the DVB-T2 signal, which is affected by the fading channel and contaminated by the noise, prior to synchronization. Herein, we consider a more general channel environment where the channel coefficient $\alpha$ is unknown.

The problem of interest is to jointly estimate the time delay $\tau$ and the CFO $\Phi$ from the observations $\{x(n)\}$ by means of ML methods. Two different approaches are developed by describing the DVB-T2 signal $\{s(n)\}$ with a stochastic and, respectively, a deterministic model.

## III. Stochastic Model Based Approach

Prior to synchronization and demodulation, the symbols $\mathbf{d}$ in (3) are unknown and can be modeled as independent, identically distributed (i.i.d.) random variables with zero mean and unit variance [1], [13]. For a sufficiently large number of active carriers and using the central limit theorem, the transmitted P1 symbol $\mathbf{s}_{\mathrm{P} 1}$ is approximated as zero-mean complex Gaussian distributed with covariance matrix

$$
\begin{equation*}
\mathbf{R}=E\left\{\mathbf{s}_{\mathrm{P} 1} \mathbf{s}_{\mathrm{P} 1}^{H}\right\}=\mathbf{E T P P}^{H} \mathbf{T}^{H} \mathbf{E}^{H} . \tag{8}
\end{equation*}
$$

Without the particular structure as in the P1 symbol, $\mathbf{s}_{1}$ and $\mathbf{s}_{2}$ are both considered as zero-mean complex Gaussian distributed with identity covariance matrices. Therefore, the transmitted signal $\mathbf{s}=\left[\mathbf{s}_{1}^{T}, \mathbf{s}_{\mathrm{P} 1}^{T}, \mathbf{s}_{2}^{T}\right]^{T}$ can be modeled as zero-mean complex Gaussian distributed with covariance matrix

$$
\mathbf{R}_{s}(\tau)=\left[\begin{array}{ccc}
\mathbf{I}_{\tau} & \mathbf{0}_{\tau \times 2 N_{a}} & \mathbf{0}_{\tau \times N^{\prime}}  \tag{9}\\
\mathbf{0}_{2 N_{a} \times \tau} & \mathbf{R} & \mathbf{0}_{2 N_{a} \times N^{\prime}} \\
\mathbf{0}_{N^{\prime} \times \tau} & \mathbf{0}_{N^{\prime} \times 2 N_{a}} & \mathbf{I}_{N^{\prime}}
\end{array}\right]
$$

where $N^{\prime}=N-\tau-2 N_{a}$, and the vectors $\mathbf{s}_{1}, \mathbf{s}_{\mathrm{P} 1}, \mathbf{s}_{2}$ are mutually independent. Let $\mathbf{K}(\Phi)$ denote the $N$-size diagonal matrix with $[\mathbf{K}(\Phi)]_{p, p}=e^{j 2 \pi \Phi(p-1)}$ for $p=1,2, \ldots, N$, and $\eta_{s}=|\alpha|^{2}$. We eventually obtain

$$
\begin{equation*}
\mathbf{x} \sim \mathcal{C N}\left(\mathbf{0}, \mathbf{R}_{x}\right) \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{R}_{x}=\mathbf{K}(\Phi) \mathbf{Q} \mathbf{K}(\Phi)^{H}, \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{Q}=\eta_{s} \mathbf{R}_{s}(\tau)+\eta \mathbf{I}_{N} . \tag{12}
\end{equation*}
$$

Next, we discuss the general case of the stochastic model based ML approach, referred to as the SML, with unknown signal power $\eta_{s}$ and known noise power $\eta$.

## A. $S M L$

According to (10), the log-likelihood function (LLF) of the observed data $\mathbf{x}$ is

$$
\begin{align*}
\Lambda\left(\eta_{s}, \tau, \Phi\right) & \triangleq \ln f\left(\mathbf{x} \mid \eta_{s}, \tau, \Phi\right) \\
& =-\mathbf{x}^{H} \mathbf{R}_{x}^{-1} \mathbf{x}-\ln \left|\mathbf{R}_{x}\right|-N \ln \pi \tag{13}
\end{align*}
$$

From (11), we have

$$
\begin{equation*}
\mathbf{R}_{x}^{-1}=\mathbf{K}(\Phi) \mathbf{Q}^{-1} \mathbf{K}(\Phi)^{H}, \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\mathbf{R}_{x}\right|=|\mathbf{Q}| \tag{15}
\end{equation*}
$$

From (9) and (12), we obtain

$$
\mathbf{Q}^{-1}=\left[\begin{array}{ccc}
\frac{1}{\eta_{s}+\eta} \mathbf{I}_{\tau} & \mathbf{0}_{\tau \times 2 N_{a}} & \mathbf{0}_{\tau \times N^{\prime}}  \tag{16}\\
\mathbf{0}_{2 N_{a} \times \tau} & \mathbf{B}^{-1} & \mathbf{0}_{2 N_{a} \times N^{\prime}} \\
\mathbf{0}_{N^{\prime} \times \tau} & \mathbf{0}_{N^{\prime} \times 2 N_{a}} & \frac{1}{\eta_{s}+\eta} \mathbf{I}_{N^{\prime}}
\end{array}\right],
$$

and

$$
\begin{equation*}
|\mathbf{Q}|=|\mathbf{B}|\left(\eta_{s}+\eta\right)^{N-2 N_{a}}, \tag{17}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{B}=\eta_{s} \mathbf{R}+\eta \mathbf{I}_{2 N_{a}} . \tag{18}
\end{equation*}
$$

As a result,

$$
\begin{align*}
\Lambda\left(\eta_{s}, \tau, \Phi\right)= & -\frac{\Gamma_{2}(\tau)}{\eta_{s}+\eta}-\left(N-2 N_{a}\right) \ln \left(\eta_{s}+\eta\right)-N \ln \pi \\
& -\mathbf{x}_{\mathrm{P} 1}(\tau)^{H} \mathbf{K}_{\mathrm{P} 1}(\tau, \Phi) \mathbf{B}^{-1} \mathbf{K}_{\mathrm{P} 1}(\tau, \Phi)^{H} \mathbf{x}_{\mathrm{P} 1}(\tau) \\
& -\ln |\mathbf{B}|, \tag{19}
\end{align*}
$$

where $\Gamma_{2}(\tau)=\sum_{n=0}^{\tau-1}|x(n)|^{2}+\sum_{n=\tau+2 N_{a}}^{N-1}|x(n)|^{2}, \mathbf{x}_{\mathrm{P} 1}(\tau)=$ $\left[x(\tau), x(\tau+1), \ldots, x\left(\tau+2 N_{a}-1\right)\right]^{T}, \quad$ and $\quad \mathbf{K}_{\mathrm{P} 1}(\tau, \Phi)$
denotes the $2 N_{a}$-size diagonal matrix with $\left[\mathbf{K}_{\mathrm{P} 1}(\tau, \Phi)\right]_{p, p}=$ $e^{j 2 \pi \Phi(\tau+p-1)}$ for $p=1,2, \ldots, 2 N_{a}$.

The ML estimation is obtained by maximizing $\Lambda\left(\eta_{s}, \tau, \Phi\right)$ subject to $\eta_{s}, \tau$, and $\Phi$. Particularly, we use the following search strategy to accomplish this task. First, for each possible integer value of $\tau$ we maximize $\Lambda\left(\eta_{s}, \tau, \Phi\right)$ with respect to $\eta_{s}$ and $\Phi$ simultaneously, obtaining

$$
\begin{equation*}
\left(\bar{\eta}_{s}(\tau), \bar{\Phi}(\tau)\right)=\arg \max _{\eta_{s}, \Phi} \Lambda\left(\eta_{s}, \Phi \mid \tau\right) \tag{20}
\end{equation*}
$$

This optimization problem (20) will be discussed in the next paragraph. Next, we find the ML estimate of $\tau$ as

$$
\begin{equation*}
\hat{\tau}=\arg \max _{\tau} \Lambda\left(\bar{\eta}_{s}(\tau), \tau, \bar{\Phi}(\tau)\right) \tag{21}
\end{equation*}
$$

and consequently the ML estimates for $\eta_{s}$ and $\Phi$, i.e.,

$$
\begin{equation*}
\hat{\eta}_{s}=\bar{\eta}_{s}(\hat{\tau}) \text { and } \hat{\Phi}=\bar{\Phi}(\hat{\tau}) \tag{22}
\end{equation*}
$$

To solve the sub-problem (20), a cyclic iteration algorithm is used. Specifically, at the $k$-th iteration, the $k$-th update of $\eta_{s}$ is obtained by nulling the derivative of $\Lambda\left(\eta_{s}, \Phi^{(k-1)} \mid \tau\right)$ with respect to $\eta_{s}$, i.e.,

$$
\begin{equation*}
\frac{\partial \Lambda\left(\eta_{s}, \Phi^{(k-1)} \mid \tau\right)}{\partial \eta_{s}}=0 \tag{23}
\end{equation*}
$$

and the $k$-th update of $\Phi$ is given by solving the equation below,

$$
\begin{equation*}
\frac{\partial \Lambda\left(\eta_{s}^{(k)}, \Phi \mid \tau\right)}{\partial \Phi}=0 \tag{24}
\end{equation*}
$$

where

$$
\begin{align*}
& \frac{\partial \Lambda\left(\eta_{s}, \Phi \mid \tau\right)}{\partial \eta_{s}}= \frac{\Gamma_{2}(\tau)}{\left(\eta_{s}+\eta\right)^{2}}-\frac{2 N_{a} M}{2 N_{a} \eta_{s}+M \eta}-\frac{N-2 N_{a}}{\eta_{s}+\eta} \\
&+\left[\mathbf{x}_{\mathrm{P} 1}(\tau)^{H} \mathbf{K}_{\mathrm{P} 1}(\tau, \Phi) \mathbf{B}^{-1} \mathbf{R} \mathbf{B}^{-1}\right. \\
&\left.\times \mathbf{K}_{\mathrm{P} 1}(\tau, \Phi)^{H} \mathbf{x}_{\mathrm{P} 1}(\tau)\right] \tag{25}
\end{align*}
$$

and

$$
\begin{align*}
\frac{\partial \Lambda\left(\eta_{s}, \Phi \mid \tau\right)}{\partial \Phi}=\mathbf{x}_{\mathrm{P} 1}(\tau)^{H} \mathbf{K}_{\mathrm{P} 1}(\tau, & \Phi)\left[\mathbf{B}^{-1} \mathbf{D}(\tau)-\mathbf{D}(\tau) \mathbf{B}^{-1}\right] \\
& \times \mathbf{K}_{\mathrm{P} 1}(\tau, \Phi)^{H} \mathbf{x}_{\mathrm{P} 1}(\tau) \tag{26}
\end{align*}
$$

with $\mathbf{D}(\tau)$ denoting the $2 N_{a}$-size diagonal matrix whose elements $[\mathbf{D}(\tau)]_{p, p}=j 2 \pi(\tau+p-1)$ for $p=1,2, \ldots, 2 N_{a}$. This process is repeated until the convergence is achieved.

Although the SML method can handle the general case of the problem based on the stochastic model, its computational complexity is quite high. In the following, the ML estimator is simplified by neglecting the effect of the null carriers. The derived method is referred to as the approximate SML (ASML). The performances of these two algorithms will be demonstrated in Section V.

## B. ASML

By assuming that all sub-carriers are active when generating the P1 symbol, the number of signaling symbols in the
frequency domain $M=N_{a}$ and the pattern matrix $\mathbf{P}$ can be simplified as an identity matrix $\mathbf{I}_{N_{a}}$. Then, we have

$$
\mathbf{R}=\left[\begin{array}{cccc}
\mathbf{I}_{N_{c}} & \mathbf{E}_{N_{c}} & \mathbf{0}_{N_{c} \times N_{b}} & \mathbf{0}_{N_{c} \times N_{b}}  \tag{27}\\
\mathbf{E}_{N_{c}} & \mathbf{I}_{N_{c}} & \mathbf{0}_{N_{c} \times N_{b}} & \mathbf{0}_{N_{c} \times N_{b}} \\
\mathbf{0}_{N_{b} \times N_{c}} & \mathbf{0}_{N_{b} \times N_{c}} & \mathbf{I}_{N_{b}} & \mathbf{E}_{N_{b}}^{H} \\
\mathbf{0}_{N_{b} \times N_{c}} & \mathbf{0}_{N_{b} \times N_{c}} & \mathbf{E}_{N_{b}} & \mathbf{I}_{N_{b}}
\end{array}\right],
$$

which indicates that the pairwise correlation of the samples in the transmitted P1 symbol only occurs between each sample in the part A signal and its corresponding frequency-shifted repetition in part C or B . The observed data vector $\mathbf{x}$ has the same correlation property. Accordingly, we find the LLF (see Appendix A) given by

$$
\begin{align*}
\Lambda\left(\eta_{s}, \tau, \Phi\right)= & \frac{2 \eta_{s}}{\eta^{2}+2 \eta \eta_{s}} \Upsilon(\tau, \Phi)-\frac{\eta+\eta_{s}}{\eta^{2}+2 \eta \eta_{s}} \Gamma_{1}(\tau) \\
& -\frac{1}{\eta+\eta_{s}} \Gamma_{2}(\tau)-\left(N-2 N_{a}\right) \ln \left(\eta+\eta_{s}\right) \\
& -N_{a} \ln \left(\eta^{2}+2 \eta \eta_{s}\right)-N \ln \pi \tag{28}
\end{align*}
$$

where

$$
\begin{align*}
& \Gamma_{1}(\tau)=\sum_{n=\tau}^{\tau+2 N_{a}-1}|x(n)|^{2},  \tag{29}\\
& \Gamma_{2}(\tau)=\sum_{n=0}^{N-1}|x(n)|^{2}-\Gamma_{1}(\tau), \tag{30}
\end{align*}
$$

and

$$
\begin{align*}
\Upsilon(\tau, \Phi)=\left|r_{c}(\tau)\right| \cos & \left(2 \pi \Phi N_{c}+\angle r_{c}(\tau)\right) \\
& +\left|r_{b}(\tau)\right| \cos \left(2 \pi \Phi N_{b}+\angle r_{b}(\tau)\right) \tag{31}
\end{align*}
$$

with

$$
\begin{align*}
r_{c}(\tau) & =\left|r_{c}(\tau)\right| e^{j \angle r_{c}(\tau)} \\
& =\sum_{n=\tau}^{\tau+N_{c}-1} x(n) x^{*}\left(n+N_{c}\right) e^{-j 2 \pi(n-\tau) / N_{a}} \tag{32}
\end{align*}
$$

and

$$
\begin{align*}
r_{b}(\tau) & =\left|r_{b}(\tau)\right| e^{j \angle r_{b}(\tau)} \\
& =\sum_{n=\tau+2 N_{c}}^{\tau+2 N_{c}+N_{b}-1} x(n) x^{*}\left(n+N_{b}\right) e^{j 2 \pi\left(n-\tau-N_{c}\right) / N_{a}} . \tag{33}
\end{align*}
$$

The ML estimates are obtained as

$$
\begin{equation*}
\left(\hat{\eta}_{s}, \hat{\tau}, \hat{\Phi}\right)=\arg \max _{\eta_{s}, \tau, \Phi} \Lambda\left(\eta_{s}, \tau, \Phi\right) \tag{34}
\end{equation*}
$$

where $\Lambda\left(\eta_{s}, \tau, \Phi\right)$ is defined in (28). To solve this optimization problem, as previously discussed, we should first maximize (28) with respect to $\Phi$ and $\eta_{s}$ for each value of $\tau$. Note that given $\tau$ the only term containing $\Phi$ is $\Upsilon(\tau, \Phi)$ defined in (31). Thus,

$$
\begin{equation*}
\bar{\Phi}(\tau)=\arg \max _{\Phi} \Upsilon(\Phi \mid \tau) \tag{35}
\end{equation*}
$$

Furthermore, the intermediate estimate $\bar{\eta}_{s}(\tau)$ of $\eta_{s}$ can be obtained by nulling the derivative of $\Lambda\left(\eta_{s}, \bar{\Phi}(\tau) \mid \tau\right)$ with respect to $\eta_{s}$, i.e.,

$$
\begin{align*}
\frac{\partial \Lambda\left(\eta_{s}, \bar{\Phi}(\tau) \mid \tau\right)}{\partial \eta_{s}}= & \frac{2 \Upsilon(\tau, \bar{\Phi}(\tau))+\Gamma_{1}(\tau)}{\left(2 \eta_{s}+\eta\right)^{2}}+\frac{\Gamma_{2}(\tau)}{\left(\eta_{s}+\eta\right)^{2}} \\
& -\frac{N-2 N_{a}}{\eta_{s}+\eta}-\frac{2 N_{a}}{2 \eta_{s}+\eta} \\
= & 0 . \tag{36}
\end{align*}
$$

Using the estimates $\bar{\Phi}(\tau)$ and $\bar{\eta}_{s}(\tau)$, we obtain the ML estimate of $\tau$ as

$$
\begin{equation*}
\hat{\tau}=\arg \max _{\tau} \Lambda\left(\bar{\eta}_{s}(\tau), \tau, \bar{\Phi}(\tau)\right) . \tag{37}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\hat{\Phi}=\bar{\Phi}(\hat{\tau}) \text { and } \hat{\eta}_{s}=\bar{\eta}_{s}(\hat{\tau}) \tag{38}
\end{equation*}
$$

## C. Cramér-Rao Lower Bound

In this section, we consider the CRLBs of the estimated CFO $\hat{\Phi}$ and received signal power $\hat{\eta}_{S}$ for the stochastic model based problem. The unknown parameter vector $\boldsymbol{\theta}=\left[\theta_{1}, \theta_{2}\right]^{T}$ can be written as

$$
\begin{equation*}
\boldsymbol{\theta}=\left[\Phi, \eta_{s}\right]^{T} \tag{39}
\end{equation*}
$$

From the Slepian-Bangs formula [31, p. 525] and the observed data distribution (10), we obtain the 2-by-2 Fisher information matrix (FIM) $\mathbf{F}_{s}$ (see Appendix B) as

$$
\begin{align*}
{\left[\mathbf{F}_{s}\right]_{1,1}=} & -\frac{8}{3} \pi^{2} N_{a}\left[6 \tau^{2}+6\left(2 N_{a}-1\right) \tau+8 N_{a}^{2}-6 N_{a}+1\right] \\
& -2 \operatorname{tr}\left\{\mathbf{B}^{-1} \mathbf{D}(\tau) \mathbf{B D}(\tau)\right\},  \tag{40}\\
{\left[\mathbf{F}_{s}\right]_{2,2}=} & \frac{4 N_{a}^{2} M}{\left(2 N_{a} \eta_{s}+M \eta\right)^{2}}+\frac{N-2 N_{a}}{\left(\eta_{s}+\eta\right)^{2}}, \tag{41}
\end{align*}
$$

and $\left[\mathbf{F}_{s}\right]_{1,2}=\left[\mathbf{F}_{s}\right]_{2,1}=0$. The corresponding CRLBs for $\Phi$ and $\eta_{s}$ are

$$
\begin{equation*}
\mathrm{CRLB}_{\theta_{p}}=\left[\mathbf{F}_{s}^{-1}\right]_{p, p}=\frac{1}{\left[\mathbf{F}_{s}\right]_{p, p}}, \text { for } p=1,2 \tag{42}
\end{equation*}
$$

In the absence of null carriers, the CRLBs can be further simplified as

$$
\begin{equation*}
\operatorname{CRLB}_{\Phi}=\frac{\eta\left(2 \eta_{s}+\eta\right)}{8 \pi^{2}\left(N_{c}^{3}+N_{b}^{3}\right) \eta_{s}^{2}} \tag{43}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{CRLB}_{\eta_{s}}=\frac{\left(2 \eta_{s}+\eta\right)^{2}\left(\eta_{s}+\eta\right)^{2}}{4 N_{a}\left(\eta_{s}+\eta\right)^{2}+\left(N-2 N_{a}\right)\left(2 \eta_{s}+\eta\right)^{2}} \tag{44}
\end{equation*}
$$

## IV. Deterministic Model Based Approach

In this section, a new approach is developed by modeling the transmitted signal $\mathbf{s}$ as deterministic but unknown. It has the advantage of being more flexible and simpler in implementation, not requiring any stochastic model on the transmitted signal; in addition, the resulting algorithm is independent of whether null carriers are present or not.

Under the deterministic assumption for the transmitted signal, the unknown coefficient $\alpha$ can be absorbed into the complex-valued $\mathbf{s}$. Therefore, in this section the model for the observed data can be written as

$$
\begin{equation*}
\mathbf{x}=\mathbf{s} \odot \mathbf{e}+\mathbf{w}=\mathbf{K}(\Phi) \mathbf{s}+\mathbf{w} \tag{45}
\end{equation*}
$$

Due to the Gaussian assumption of $\mathbf{w}$ in (6), we have

$$
\begin{equation*}
\mathbf{x} \sim \mathcal{C N}\left(\mathbf{K}(\Phi) \mathbf{s}, \eta \mathbf{I}_{N}\right) \tag{46}
\end{equation*}
$$

where $\mathbf{s}$ and $\eta$ are both unknown. In the following, the deterministic model based ML approach, referred to as the DML, is presented.

## A. $D M L$

The likelihood function of $\mathbf{x}$ in the deterministic signal model is given by

$$
\begin{equation*}
f(\mathbf{x} \mid \mathbf{s}, \tau, \Phi, \eta)=\frac{1}{\pi^{N} \eta^{N}} \exp \left[-\frac{(\mathbf{x}-\mathbf{s} \odot \mathbf{e})^{H}(\mathbf{x}-\mathbf{s} \odot \mathbf{e})}{\eta}\right] . \tag{47}
\end{equation*}
$$

Referring to the signal structure of $\mathbf{s}$ in Fig. 2 and the P1 symbol structure in Fig. 1, the LLF of the observed data $\mathbf{x}$ can be written as

$$
\begin{align*}
\Lambda(\mathbf{s}, \tau, \Phi, \eta) & \triangleq \ln f(\mathbf{x} \mid \mathbf{s}, \tau, \Phi, \eta) \\
& =-\frac{\Delta}{\eta}-N \ln \eta-N \ln \pi \tag{48}
\end{align*}
$$

where

$$
\begin{align*}
\Delta \triangleq & (\mathbf{x}-\mathbf{s} \odot \mathbf{e})^{H}(\mathbf{x}-\mathbf{s} \odot \mathbf{e}) \\
= & \sum_{n=0}^{\tau-1}\left|x(n)-s_{1}(n) e^{j 2 \pi \Phi n}\right|^{2} \\
& +\sum_{n=\tau}^{\tau+N_{c}-1}\left|x(n)-s_{\mathrm{A}}(n-\tau) e^{j 2 \pi\left(\Phi n+\frac{n-\tau}{N_{a}}\right)}\right|^{2} \\
& +\sum_{\tau=\tau+N_{c}}^{\tau+N_{c}+N_{a}-1}\left|x(n)-s_{\mathrm{A}}\left(n-\tau-N_{c}\right) e^{j 2 \pi \Phi n}\right|^{2} \\
& +\sum_{n=\tau+N_{c}+N_{a}}^{\tau+2 N_{a}-1}\left|x(n)-s_{\mathrm{A}}\left(n-\tau-N_{a}\right) e^{j 2 \pi\left(\Phi n+\frac{n-\tau-N_{a}}{N_{a}}\right)}\right|^{2} \\
& +\sum_{n=\tau+2 N_{a}}^{N-1}\left|x(n)-s_{2}\left(n-\tau-2 N_{a}\right) e^{j 2 \pi \Phi n}\right|^{2} . \tag{49}
\end{align*}
$$

Since maximizing the likelihood function $f(\mathbf{x} \mid \mathbf{s}, \tau, \Phi, \eta)$ is equivalent to maximizing the $\operatorname{LLF} \Lambda(\mathbf{s}, \tau, \Phi, \eta)$, the ML estimation is

$$
\begin{equation*}
(\hat{\mathbf{s}}, \hat{\tau}, \hat{\Phi}, \hat{\eta})=\arg \max _{\mathbf{s}, \tau, \Phi, \eta} \Lambda(\mathbf{s}, \tau, \Phi, \eta) \tag{50}
\end{equation*}
$$

From (48) and (49), it is shown that only the term $\Delta$ involves the parameters $(\mathbf{s}, \tau, \Phi)$ and its value is inversely proportional to the value of the objective function $\Lambda(\mathbf{s}, \tau, \Phi, \eta)$. Therefore, the ML estimates of ( $\mathbf{s}, \tau, \Phi$ ) can be determined by

$$
\begin{equation*}
(\hat{\mathbf{s}}, \hat{\tau}, \hat{\Phi})=\arg \min _{\mathbf{s}, \tau, \Phi} \Delta(\mathbf{s}, \tau, \Phi) \tag{51}
\end{equation*}
$$

This optimization problem can be solved as follows. According to (49), we can first obtain the intermediate ML estimates of $\mathbf{s}$, given $\tau$ and $\Phi$, as

$$
\begin{align*}
& \overline{s_{1}}(n)=x(n) e^{-j 2 \pi \Phi n},  \tag{52}\\
& \overline{s_{2}}(n)=x\left(n+\tau+2 N_{a}\right) e^{-j 2 \pi \Phi\left(n+\tau+2 N_{a}\right)},  \tag{53}\\
& \overline{s_{\mathrm{A}}}(n)= \\
&  \tag{54}\\
& \\
& \\
& \\
& \quad \frac{1}{2}\left\{x(n+\tau) e^{-j 2 \pi\left[\Phi(n+\tau)+n / N_{a}\right]}\right. \\
&
\end{align*}
$$

for $n=0, \ldots, N_{c}-1$, and

$$
\begin{align*}
& s_{\mathrm{A}}^{-}(n)=\frac{1}{2}\left\{x\left(n+\tau+N_{c}\right) e^{-j 2 \pi \Phi\left(n+\tau+N_{c}\right)}\right. \\
&\left.+x\left(n+\tau+N_{a}\right) e^{-j 2 \pi\left[\Phi\left(n+\tau+N_{a}\right)+n / N_{a}\right]}\right\}, \tag{55}
\end{align*}
$$

for $n=N_{c}, \ldots, N_{a}-1$. Substituting the above results back into (49), $\Delta$ becomes a function of two unknown variables $\tau$ and $\Phi$, i.e.,

$$
\begin{equation*}
\Delta(\tau, \Phi)=\frac{1}{2} \Gamma_{1}(\tau)-\Upsilon(\tau, \Phi), \tag{56}
\end{equation*}
$$

where $\Gamma_{1}(\tau)$ and $\Upsilon(\tau, \Phi)$ are defined in (29) and (31), respectively. Then, we use the following two-dimensional search method to minimize $\Delta(\tau, \Phi)$ subject to $\tau$ and $\Phi$. First, for each value of $\tau$ we minimize $\Delta(\tau, \Phi)$ with respect to $\Phi$, obtaining

$$
\begin{align*}
\bar{\Phi}(\tau) & =\arg \min _{\Phi} \Delta(\Phi \mid \tau) \\
& =\arg \max _{\Phi} \Upsilon(\Phi \mid \tau), \tag{57}
\end{align*}
$$

where the second equivalent stems from the fact that the $\Gamma_{1}(\tau)$ term in (56) can be neglected in this phase when $\tau$ is given. Second, we find the time delay that minimizes $\Delta(\tau, \Phi)$, i.e.,

$$
\begin{equation*}
\hat{\tau}=\arg \min _{\tau} \Delta(\tau, \bar{\Phi}(\tau)) \tag{58}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\hat{\Phi}=\bar{\Phi}(\hat{\tau}) \tag{59}
\end{equation*}
$$

The ML estimates $\hat{\mathbf{s}}$ is obtained by replacing ( $\tau, \Phi$ ) with ( $\hat{\tau}, \hat{\Phi}$ ) in (52)-(55). Additionally, the ML estimate of the nuisance parameter $\eta$ is given by

$$
\begin{equation*}
\hat{\eta}=\frac{\Delta(\hat{\mathbf{s}}, \hat{\tau}, \hat{\Phi})}{N} . \tag{60}
\end{equation*}
$$

## B. Cramér-Rao Lower Bound

The CRLB of $\hat{\Phi}$ for the deterministic model based problem is considered in this section. According to the above analysis of the DML, the unknown parameter vector can be written as

$$
\begin{align*}
\boldsymbol{\xi} & =\left[\xi_{0}, \xi_{1}, \ldots, \xi_{2 N-2 N_{a}+1}\right]^{T} \\
& =\left[\Phi, \mathbf{s}_{1, \mathrm{re}}^{T}, \mathbf{s}_{\mathrm{A}, \mathrm{re}}^{T}, \mathbf{s}_{2, \mathrm{re}}^{T}, \mathbf{s}_{1, \mathrm{im}}^{T}, \mathbf{s}_{\mathrm{A}, \mathrm{im}}^{T}, \mathbf{s}_{2, \mathrm{im}}^{T}, \eta\right]^{T} \tag{61}
\end{align*}
$$

where $\mathbf{s}_{\star}$, re $=\mathfrak{R}\left\{\mathbf{s}_{\star}\right\}$ and $\mathbf{s}_{\star, \text { im }}=\Im\left\{\mathbf{s}_{\star}\right\}$. From the SlepianBangs formula and the observed data distribution (46), the FIM $\mathbf{F}_{d}$ with dimension $2 N-2 N_{a}+2$ is obtained (see Appendix C). By treating $\mathbf{F}_{d}$ as a block matrix

$$
\left[\begin{array}{ll}
r & \mathbf{v}^{T} \\
\mathbf{v} & \mathbf{G}
\end{array}\right]
$$

TABLE I
Parameters Used in Simulations

| $N=6 N_{a}$ | $M$ | $\phi$ | $\Phi$ | $\tau$ | $\eta$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 6144 | 384 | 0.45 | $\frac{0.45}{1024}$ | 100 | 1 |

with

$$
\begin{aligned}
r & =\left[\mathbf{F}_{d}\right]_{1,1} \\
\mathbf{v} & =\mathbf{F}_{d}\left(2: 2 N-2 N_{a}+2,1\right) \\
\mathbf{G} & =\mathbf{F}_{d}\left(2: 2 N-2 N_{a}+2,2: 2 N-2 N_{a}+2\right)
\end{aligned}
$$

the CRLB for the estimated CFO $\hat{\Phi}$ in the deterministic model based problem is

$$
\begin{equation*}
\operatorname{CRLB}_{\Phi}=\left(r-\mathbf{v}^{T} \mathbf{G}^{-1} \mathbf{v}\right)^{-1} \tag{62}
\end{equation*}
$$

Note that $\mathbf{G}$ is a diagonal matrix. The CRLB for the estimated noise power $\hat{\eta}$ can also be obtained as

$$
\begin{equation*}
\mathrm{CRLB}_{\eta}=\frac{\eta^{2}}{N} \tag{63}
\end{equation*}
$$

## V. Simulation Results

In this section, we present numerical results to compare the performances of the proposed SML, ASML, and DML algorithms, as well as the CC algorithm [6] and the method [13] which is referred to as the RTV method. Note that the RTV method assumes the knowledge of the DVB-T2 signal power, which is not required by the other methods. The observed DVB-T2 data used in the simulations is generated according to Section II. The system parameters are shown in Table I, and the active carrier pattern can be found in [1]. The definition of signal-to-noise ratio (SNR) is given by

$$
\begin{equation*}
\mathrm{SNR}=\frac{|\alpha|^{2}}{\eta} \tag{64}
\end{equation*}
$$

Figs. 3-5(a) compare the estimation performance in terms of mean squared error (MSE) defined as

$$
\begin{equation*}
\mathrm{MSE}=E\left\{\left|\hat{p}-p_{0}\right|^{2}\right\} \tag{65}
\end{equation*}
$$

where $\hat{p}$ and $p_{0}$ are the estimated and the actual values of the intended parameter, respectively, and 1000 Monte Carlo trials are conducted for the expectation operation.

Fig. 3 shows the performance of time delay estimation for the five schemes. We can see that all proposed methods outperform the CC method, and the gain is significant especially in the region of high SNR. The SML method has the lowest MSE among all methods, due to the fact that the SML exploits the null-carrier structure of the P1 symbol for estimation, but the others do not. The benefit also comes with a significant computational cost as shown later. It is interesting to see that the proposed ASML and DML methods achieve the same performance as the RTV method, without requiring the knowledge of the DVB-T2 signal power. Hence, there is no performance loss in including the signal power parameter in the joint estimation problem.

The performance of CFO estimation is shown in Fig. 4. We observe that the proposed methods outperform the CC method.


Fig. 3. Performance of time delay estimation.


Fig. 4. Performance of CFO estimation.

Again, the performances of ASML, DML, and RTV coincide with each other. In addition, the SML method has the best performance for CFO estimation. For comparison purposes, the CRLBs for CFO estimation are also included. It is shown that the MSE curves of SML and DML are very close to the CRLB curves for the stochastic and deterministic model based problems, respectively.

The MSEs of signal power estimates for different estimators, as well as the CRLB based on the stochastic model, are presented in Fig. 5(a). It is worth mentioning that DML does not provide a direct estimate of the signal power. Here, an indirect estimate of the power is obtained by using averaging over the estimated signal samples in (52)-(55). Since the RTV method assumes that the signal power is known, it is not included here. It is shown that the proposed approaches still outperform the CC method, but the gain of the DML over the CC method is negligible in the low SNR region. We can see that the performances of SML and ASML are similar and are quite close to the CRLB. Unlike the previous cases, the MSE curves in Fig. 5(a) have an ascending trend, since the actual received signal power increases SNR for a given noise power. To explicitly show that the estimation accuracy increases as SNR increases, Fig. 5(b) shows the performance

(a)

(b)

Fig. 5. Performance of signal power estimation. (a) MSE; (b) relative error.
of the received signal power estimation in terms of the relative error (RE) defined as

$$
\begin{equation*}
\mathrm{RE}=\frac{E\left\{\left|\hat{p}-p_{0}\right|\right\}}{\left|p_{0}\right|} \times 100 \% \tag{66}
\end{equation*}
$$

The relationship among the performances of these methods observed from Fig. 5(b) is consistent with that from Fig. 5(a).
Finally, we consider the computational complexity of the CC, RTV, ASML, DML, and SML methods, which affects their required time for synchronization. The complexity is measured by the elapsed time in Matlab, using a PC running Matlab R2013b in Windows 7 Professional (64-bit) with 3.30 GHz CPU and 8 GB RAM. Note that all these methods employ a sliding window and estimate the delay by a sample-by-sample search process. Here, the elapsed time per sample incurred by each of the considered methods is shown in Table II. It is seen that the SML method is significantly more involved than the others, due to the cyclic iteration procedure used to find the solution. The CC method is computationally most efficient, while the remaining methods are similar to each other, with RTV being slightly faster than ASML and DML.

TABLE II
Elapsed Time Comparison

| Algorithm | $\mathrm{ms} / \mathrm{sample}$ |
| :---: | :---: |
| CC | 0.02276 |
| RTV | 0.8889 |
| ASML | 1.626 |
| DML | 0.9181 |
| SML | 1154 |

## VI. Conclusion

In this paper, new ML synchronization algorithms for DVB-T2 transmissions have been derived by modeling the transmitted signal as stochastic and, respectively, unknown deterministic. An unknown fading channel is considered in the model. The proposed SML algorithm can jointly estimate the received signal power, time delay, and CFO. By neglecting the effect of null carriers, the SML is simplified to the ASML with a lower computing complexity. On the other hand, the DML is developed based on a deterministic model. Compared with its counterparts based on the stochastic model, the DML algorithm is more flexible and has a lower complexity, at the cost of reduced estimation accuracy. Numerical results indicate that all proposed methods outperform the cross-correlation based method. The performances of the proposed ASML and DML methods are very similar to that of the RTV method which assumes knowledge of the signal power. This implies that there is no loss of accuracy by including the signal power parameter in the joint estimation problem. Although the ASML is more complex than the RTV, the complexity of the DML is similar to that of the RTV. Additionally, we observed that the CRLBs for the stochastic and the deterministic models can be achieved by the SML and the DML, respectively.

## Appendix A

Proof of (28)
The likelihood function in the simplified case can be written as

$$
\begin{align*}
f\left(\mathbf{x} \mid \eta_{s}, \tau, \Phi\right)= & \prod_{n=0}^{\tau-1} f(x(n)) \prod_{n=\tau}^{\tau+N_{c}-1} f\left(x(n), x\left(n+N_{c}\right)\right) \\
& \times \prod_{n=\tau+2 N_{c}}^{\tau+2 N_{c}+N_{b}-1} f\left(x(n), x\left(n+N_{b}\right)\right) \\
& \times \prod_{n=\tau+2 N_{a}}^{N-1} f(x(n)) \tag{67}
\end{align*}
$$

where $f(x(n))$ for $n=0, \ldots, \tau-1$ or $\tau+2 N_{a}, \ldots, N-1$ is given by

$$
\begin{equation*}
f(x(n))=\frac{1}{\pi\left(\eta_{s}+\eta\right)} \exp \left[-\frac{|x(n)|^{2}}{\eta_{s}+\eta}\right] \tag{68}
\end{equation*}
$$

The remaining terms $f\left(x(n), x\left(n+N_{i}\right)\right)$ for $i=c, b$ are twodimensional zero-mean complex Gaussian distributions with covariance matrices

$$
\left[\begin{array}{cc}
\eta_{s}+\eta & \eta_{s} e^{j 2 \pi\left(n^{\prime}-\Phi N_{c}\right)}  \tag{69}\\
\eta_{s} e^{j 2 \pi\left(\Phi N_{c}-n^{\prime}\right)} & \eta_{s}+\eta
\end{array}\right] \text { for } i=c
$$

$$
\left[\begin{array}{cc}
\eta_{s}+\eta & \eta_{s} e^{-j 2 \pi\left(\Phi N_{b}+n^{\prime \prime}\right)}  \tag{70}\\
\eta_{s} e^{j 2 \pi\left(\Phi N_{b}+n^{\prime \prime}\right)} & \eta_{s}+\eta
\end{array}\right] \text { for } i=b
$$

where $n^{\prime}=(n-\tau) / N_{a}$ and $n^{\prime \prime}=\left(n-\tau-N_{c}\right) / N_{a}$. Hence, we have

$$
\begin{align*}
& f(x(n), \\
& =\frac{1}{} \quad \frac{1}{\left.\pi^{2}\left(n+N_{c}\right)\right)} \\
& \quad \times \exp \left[\frac{2 \eta \eta_{s} \Re\left\{x(n) x^{*}\left(n+N_{c}\right) e^{j 2 \pi\left(\Phi N_{c}-n^{\prime}\right)}\right\}}{\eta^{2}+2 \eta \eta_{s}}\right. \\
&  \tag{71}\\
& \left.\quad-\frac{\left(\eta_{s}+\eta\right)\left(|x(n)|^{2}+\left|x\left(n+N_{c}\right)\right|^{2}\right)}{\eta^{2}+2 \eta \eta_{s}}\right],
\end{align*}
$$

and

$$
\begin{align*}
f(x(n), & \left.x\left(n+N_{b}\right)\right) \\
= & \frac{1}{\pi^{2}\left(\eta^{2}+2 \eta \eta_{s}\right)} \\
\times & \times \exp \left[\frac{2 \eta_{s} \Re\left\{x(n) x^{*}\left(n+N_{b}\right) e^{j 2 \pi\left(\Phi N_{b}+n^{\prime \prime}\right)}\right\}}{\eta^{2}+2 \eta \eta_{s}}\right. \\
& \left.\quad-\frac{\left(\eta_{s}+\eta\right)\left(|x(n)|^{2}+\left|x\left(n+N_{b}\right)\right|^{2}\right)}{\eta^{2}+2 \eta \eta_{s}}\right] \tag{72}
\end{align*}
$$

Substituting (68), (71), and (72) back into (67) and taking the natural logarithm, we get the LLF as (28).

## Appendix B <br> FIM for the Stochastic Model

From (11), we get

$$
\begin{equation*}
\frac{\partial \mathbf{R}_{x}}{\partial \Phi}=\mathbf{K}(\Phi) \mathbf{C Q K}(\Phi)^{H}-\mathbf{K}(\Phi) \mathbf{Q C K}(\Phi)^{H} \tag{73}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \mathbf{R}_{x}}{\partial \eta_{s}}=\mathbf{K}(\Phi) \mathbf{R}_{s}(\tau) \mathbf{K}(\Phi)^{H} \tag{74}
\end{equation*}
$$

where $\mathbf{C}$ denotes the $N$-size diagonal matrix with $[\mathbf{C}]_{p, p}=$ $j 2 \pi(p-1)$ for $p=1,2, \ldots, N$. Thus, the (1, 1)th element of the FIM is

$$
\begin{align*}
{\left[\mathbf{F}_{s}\right]_{1,1} } & =\operatorname{tr}\left\{\mathbf{R}_{x}^{-1} \frac{\partial \mathbf{R}_{x}}{\partial \Phi} \mathbf{R}_{x}^{-1} \frac{\partial \mathbf{R}_{x}}{\partial \Phi}\right\} \\
& =2 \operatorname{tr}\left\{\mathbf{C}^{2}-\mathbf{Q}^{-1} \mathbf{C Q C}\right\} \\
& =2 \operatorname{tr}\left\{\mathbf{D}(\tau)^{2}-\mathbf{B}^{-1} \mathbf{D}(\tau) \mathbf{B D}(\tau)\right\} . \tag{75}
\end{align*}
$$

By noting that $\operatorname{tr}\left\{\mathbf{D}(\tau)^{2}\right\}=-4 \pi^{2} \sum_{p=\tau}^{\tau+2 N_{a}-1} p^{2}$, we have (40). The $(2,2)$ th element of the FIM is obtained as

$$
\begin{align*}
{\left[\mathbf{F}_{s}\right]_{2,2} } & =\operatorname{tr}\left\{\mathbf{R}_{x}^{-1} \frac{\partial \mathbf{R}_{x}}{\partial \eta_{s}} \mathbf{R}_{x}^{-1} \frac{\partial \mathbf{R}_{x}}{\partial \eta_{s}}\right\} \\
& =\operatorname{tr}\left\{\mathbf{Q}^{-1} \mathbf{R}_{s}(\tau) \mathbf{Q}^{-1} \mathbf{R}_{s}(\tau)\right\} \\
& =\frac{N-2 N_{a}}{\left(\eta_{s}+\eta\right)^{2}}+\operatorname{tr}\left\{\mathbf{B}^{-1} \mathbf{R} \mathbf{B}^{-1} \mathbf{R}\right\} . \tag{76}
\end{align*}
$$

From (8), we find that $\mathbf{R}$ has $M$ non-zero eigenvalues which are equal to $2 N_{a} / M$. The matrix $\mathbf{B}^{-1}$ has the same eigenvectors as R's, and $M$ of its eigenvalues are given by $M /\left(2 N_{a} \eta_{s}+M \eta\right)$ and the remainder $2 N_{a}-M$ are given by $1 / \eta$. Through the relationship between the trace and the eigenvalues, we get $(41)$. The $(1,2)$ th and the $(2,1)$ th elements of the FIM are given by

$$
\begin{align*}
{\left[\mathbf{F}_{s}\right]_{1,2}=\left[\mathbf{F}_{s}\right]_{2,1} } & =\operatorname{tr}\left\{\mathbf{R}_{x}^{-1} \frac{\partial \mathbf{R}_{x}}{\partial \Phi} \mathbf{R}_{x}^{-1} \frac{\partial \mathbf{R}_{x}}{\partial \eta_{s}}\right\} \\
& =\operatorname{tr}\left\{\mathbf{Q}^{-1} \mathbf{C} \mathbf{R}_{s}(\tau)-\mathbf{C Q}^{-1} \mathbf{R}_{s}(\tau)\right\} \\
& =\operatorname{tr}\left\{\mathbf{R} \mathbf{B}^{-1} \mathbf{D}(\tau)-\mathbf{B}^{-1} \mathbf{R} \mathbf{D}(\tau)\right\} . \tag{77}
\end{align*}
$$

Again, through the eigen-decomposition of $\mathbf{R}$ and $\mathbf{B}^{-1}$, we find $\mathbf{R B}^{-1}=\mathbf{B}^{-1} \mathbf{R}$. Hence, $\left[\mathbf{F}_{s}\right]_{1,2}=\left[\mathbf{F}_{s}\right]_{2,1}=0$.

For the simplified case, the FIM $\mathbf{F}_{s}$ is

$$
\mathbf{F}_{s}=\left[\begin{array}{cc}
-E\left\{\frac{\partial^{2} \Lambda\left(\eta_{s}, \tau, \Phi\right)}{\partial \Phi^{2}}\right\} & -E\left\{\frac{\partial^{2} \Lambda\left(\eta_{s}, \tau, \Phi\right)}{\partial \Phi \partial \eta_{s}}\right\}  \tag{78}\\
-E\left\{\frac{\partial^{2} \Lambda\left(\eta_{s}, \tau, \Phi\right)}{\partial \eta_{s} \partial \Phi}\right\} & -E\left\{\frac{\partial^{2} \Lambda\left(\eta_{s}, \tau, \Phi\right)}{\partial \eta_{s}^{2}}\right\}
\end{array}\right],
$$

where the expectation is taken with respect to the observed data $\mathbf{x}$, and $\Lambda\left(\eta_{s}, \tau, \Phi\right)$ is defined in (28). By using the following results

$$
\begin{aligned}
E\left\{r_{c}(\tau)\right\} & =N_{c} \eta_{s} e^{-j 2 \pi \Phi N_{c}} \\
E\left\{r_{b}(\tau)\right\} & =N_{b} \eta_{s} e^{-j 2 \pi \Phi N_{b}}, \\
E\left\{\Gamma_{1}(\tau)\right\} & =2 N_{a}\left(\eta_{s}+\eta\right), \\
E\left\{\Gamma_{2}(\tau)\right\} & =\left(N-2 N_{a}\right)\left(\eta_{s}+\eta\right),
\end{aligned}
$$

we obtain

$$
\begin{align*}
&-E\left\{\frac{\partial^{2} \Lambda\left(\eta_{s}, \tau, \Phi\right)}{\partial \Phi^{2}}\right\}=\frac{8 \pi^{2}\left(N_{c}^{3}+N_{b}^{3}\right) \eta_{s}^{2}}{\eta\left(2 \eta_{s}+\eta\right)}  \tag{79}\\
&-E\left\{\frac{\partial^{2} \Lambda\left(\eta_{s}, \tau, \Phi\right)}{\partial \eta_{s}^{2}}\right\}=\frac{4 N_{a}}{\left(2 \eta_{s}+\eta\right)^{2}}+\frac{N-2 N_{a}}{\left(\eta_{s}+\eta\right)^{2}}  \tag{80}\\
&-E\left\{\frac{\partial^{2} \Lambda\left(\eta_{s}, \tau, \Phi\right)}{\partial \Phi \partial \eta_{s}}\right\}=-E\left\{\frac{\partial^{2} \Lambda\left(\eta_{s}, \tau, \Phi\right)}{\partial \eta_{s} \partial \Phi}\right\}=0 \tag{81}
\end{align*}
$$

Thus, the CRLBs of $\hat{\Phi}$ and $\hat{\eta}_{s}$ for the simplified case are given by (43) and (44), respectively.

## Appendix C <br> FIM FOR THE DETERMINISTIC MODEL

In the distribution (46), the expectation of $\mathbf{x}$ is taken with respect to $\mathbf{s}, \tau$, and $\Phi$, while the covariance matrix $\eta \mathbf{I}_{N}$ only involves the unknown parameter $\eta$. Let the matrix $\mathbf{S}$ denote $\mathbf{F}_{d}\left(2: 2 N-2 N_{a}+1,2: 2 N-2 N_{a}+1\right)$ which only contains the Fisher information of the parameters regarding the received signal s. As a result,

$$
\begin{equation*}
[\mathbf{S}]_{p, q}=\frac{2}{\eta} \mathfrak{R}\left\{\left(\frac{\partial \mathbf{s}}{\partial \xi_{p}}\right)^{H}\left(\frac{\partial \mathbf{s}}{\partial \xi_{q}}\right)\right\}, \tag{82}
\end{equation*}
$$

for $p, q=1,2, \ldots, 2 N-2 N_{a}$. Following the results

$$
\frac{\partial \mathbf{s}}{\partial \xi_{p}}=\left\{\begin{array}{l}
{\left[\mathbf{0}_{1 \times p-1}, 1, \mathbf{0}_{1 \times N-p}\right]^{T},} \\
\text { for } p \in[1, \tau] \\
{\left[\mathbf{0}_{1 \times p-1}, e^{j 2 \pi \frac{p-\tau-1}{N_{a}}}, \mathbf{0}_{1 \times N_{c}-1}, 1, \mathbf{0}_{1 \times N-N_{c}-p}\right]^{T},} \\
\quad \text { for } p \in\left[\tau+1, \tau+N_{c}\right] \\
{\left[\mathbf{0}_{1 \times p+N_{c}-1}, 1, \mathbf{0}_{1 \times N_{b}-1}, e^{j 2 \pi \frac{p-\tau-1}{N_{a}}}, \mathbf{0}_{1 \times N-N_{a}-p}\right]^{T},} \\
\quad \text { for } p \in\left[\tau+N_{c}+1, \tau+N_{a}\right] \\
{\left[\mathbf{0}_{1 \times p+N_{a}-1}, 1, \mathbf{0}_{\left.1 \times N-N_{a}-p\right]^{T}}\right.} \\
\text { for } p \in\left[\tau+N_{a}+1, N-N_{a}\right]
\end{array}\right.
$$

and

$$
\frac{\partial \mathbf{s}}{\partial \xi_{p}}=j \frac{\partial \mathbf{s}}{\partial \xi_{p-N+N_{a}}}, \text { for } p \in\left[N-N_{a}+1,2 N-2 N_{a}\right],
$$

$\mathbf{S}$ is shown to be a diagonal matrix with

$$
[\mathbf{S}]_{p, p}= \begin{cases}4 / \eta, & p \in\left[\tau+1, \tau+N_{a}\right]  \tag{83}\\ & \quad \text { or }\left[\tau+N-N_{a}+1, \tau+N\right] \\ 2 / \eta, & \text { otherwise } .\end{cases}
$$

The remainder of the entries in $\mathbf{F}_{d}$ are calculated as follows:

$$
\begin{equation*}
\left[\mathbf{F}_{d}\right]_{1,1}=-\frac{2}{\eta} \mathbf{s}^{H} \mathbf{C}^{2} \mathbf{s} \tag{84}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\mathbf{F}_{d}\right]_{1, q}=\left[\mathbf{F}_{d}\right]_{q, 1}=\frac{2}{\eta} \mathfrak{R}\left\{\mathbf{s}^{H} \mathbf{C}^{H} \frac{\partial \mathbf{s}}{\partial \xi_{q-1}}\right\} \tag{85}
\end{equation*}
$$

for $q=2,3, \ldots, 2 N-2 N_{a}+1$, where the matrix $\mathbf{C}$ is defined in Appendix B;

$$
\begin{align*}
{\left[\mathbf{F}_{d}\right]_{N^{\prime \prime}, N^{\prime \prime}} } & =\operatorname{tr}\left\{\left(\eta \mathbf{I}_{N}\right)^{-1} \frac{\partial\left(\eta \mathbf{I}_{N}\right)}{\partial \eta}\left(\eta \mathbf{I}_{N}\right)^{-1} \frac{\partial\left(\eta \mathbf{I}_{N}\right)}{\partial \eta}\right\} \\
& =\frac{N}{\eta^{2}} \tag{86}
\end{align*}
$$

and

$$
\begin{equation*}
\left[\mathbf{F}_{d}\right]_{p, N^{\prime \prime}}=\left[\mathbf{F}_{d}\right]_{N^{\prime \prime}, p}=0 \tag{87}
\end{equation*}
$$

for $p=1,2, \ldots, 2 N-2 N_{a}+1$, where $N^{\prime \prime}=2 N-2 N_{a}+2$.
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