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ABSTRACT

Transformer-based deep learning models have become a ubiquitous

vehicle to drive a variety of Natural Language Processing (NLP)

related tasks beyond their accuracy ceiling. However, these models

also suffer from two pronounced challenges, that is, gigantic model

size and prolonged turnaround time. To this end, we introduce E.T.

that rE-thinks self-attention computation for Transformer models

on GPUs with the following contributions: First, we introduce a

novel self-attention architecture, which encompasses two tailored

self-attention operators with corresponding sequence length-aware

optimizations, and operation reordering optimizations. Second, we

present an attention-aware pruning design which judiciously uses

various pruning algorithms to reduce more computations hence

achieves significantly shorter turnaround time. For the pruning

algorithms, we not only revamp the existing pruning algorithms,

but also tailor new ones for transformer models. Taken together,

we evaluate E.T. across a variety of benchmarks for Transformer,

BERTBASE and DistilBERT, where E.T. presents superior perfor-

mance over the mainstream projects, including the popular Nvidia

Enterprise solutions, i.e., TensorRT and FasterTransformer.

ACM Reference Format:

Shiyang Chen1,+, Shaoyi Huang2,+, Santosh Pandey1, Bingbing Li2, Guang R.
Gao3, Long Zheng3, Caiwen Ding2 and Hang Liu1. 2021. E.T.: Re-Thinking

Self-Attention for Transformer Models on GPUs. In The International Con-

ference for High Performance Computing, Networking, Storage and Analysis

(SC ’21), November 14–19, 2021, St. Louis, MO, USA. ACM, New York, NY,

USA, 13 pages. https://doi.org/10.1145/3458817.3476138

1 INTRODUCTION

Transformer-based models have become a ubiquitous vehicle to

drive a variety of NLP-related tasks beyond their accuracy ceil-

ings, such as machine translation [28], text summarization [63],

speech recognition [13], and question-answer systems [50]. Re-

cently, transformer models have also achieved impressive perfor-

mance for computer-vision related tasks [22], e.g., iGPT [6] and
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Figure 1: The architecture of a four-head encoder. The time con-

sumption is measured on WikiText-2 dataset [30], where the input

sequence has 128 tokens. Our pruning ratio is 80%.

ViT [14] obtain similar performance as the state-of-the-art CNN-

based networks. This phenomenon demonstrates the enormous

potential of Transformer-based models. Given the success of atten-

tion, a variety of attention mechanisms have surged [28]. Among

them, self-attention [9], which relates various tokens in a single

sequence to derive a sequence representation, stands out. Finally,

Transformer [51] makes a breakthrough to, as opposed to relying

upon recurrent neural network (RNN), base the model entirely on

a multi-head self-attention mechanism.

Despite that Transformer-based models have made remarkable

triumphs, their gigantic model size is a widely recognized roadblock

that concerns real-world applications. Figure 1 depicts the archi-

tecture of one encoder, which is the building block in Transformer

models. Briefly, one encoder takes as input the word embeddings of

a sequence. These embeddings pass through the self-attentionmech-

anism to produce an attention matrix. This matrix is fed through

layer normalization, linear transformation, and activation to derive

the output. Various Transformer model variants often stack a col-

lection of encoders and decoders together. Note, the architecture

of the decoder is similar to encoder [51], and more details about

the attention mechanism are discussed in Section 2.1. As shown

in Figure 1, one encoder can easily reach millions of entries with

multiple heads. When it goes to the extreme, e.g., GPT-3 [3], the

size of the model can soar up to 175 billion parameters.

Such a largemodel size, together with the “modular system imple-

mentation concept”, often leads to the prolonged turnaround time

for transformer-based models. Particularly, “modular system imple-

mentation” separates a program into independent modules such

that each module fulfills necessary but one aspect of the function-

ality in order to reduce software development efforts. For instance,
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a vast majority of Transformer-based libraries [1, 17, 21, 42, 44, 53]

simply dissect a Transformer encoder into a collection of basic ma-

trix operations, such as dense matrix multiplication, sampled dense

matrix multiplication, and matrix-scalar multiplication. Afterwards,

they resort to existing CUDA libraries (e.g., cuBLAS [33] and CUT-

LASS [35]) to implement various transformer models. However,

this design leads to two performance issues: (i) One often has to

transfer the output matrix from one operator to another in the GPU

global memory; (ii) Switching between operators introduces on-

and off- chip data movement because the lifetime of an on-chip

variable cannot go across kernels. Although the state-of-the-art

optimizations, such as vertical and horizontal kernel fusion from

TensorRT [40], can mitigate the overhead of issue (i), issue (ii) un-

fortunately remains. The root cause lies in the fact that TensorRT

cannot change how each operator is implemented.

This phenomenon provokes us to ask a question: Can we intro-

duce some transformer-specific primitives that can perform

variousmatrix computations in a single operator hence largely

alleviate the overheads caused by issues (i) and (ii)? The mo-

tivation is as follows: despite that a single encoder of TensorRT is

already very fast, i.e., ∼160 𝜇𝑠 , real-world applications are still in
pursuit of faster encoders. Evidence piles up: transformer models

are often used for time-critical applications, such as self-driving [46]

and real-time translation [28], where shorter turnaround time is

always preferred.

To achieve this goal, we redesign the self-attention architecture

with new operators, as well as introduce interesting attention-aware

and tensor core friendly pruning designs. As shown in Figure 1,

E.T. can reduce the computation time of a single encoder by 2.5×,
as well as reduce the model size by 80% on the WikiText-2 dataset.

Particularly, E.T. makes the following contributions:

First, we introduce a novel self-attention architecture, which

encompasses two tailored self-attention operators with correspond-

ing sequence length-aware optimizations, and operation reordering

optimizations. Particularly, (i) our on-the-fly attention operator

resolves the data dependency across five operators in self-attention,

i.e., the yellow boxes in Figure 1(b), and performs these five opera-

tions in one operator with the help of shared memory and registers,

hence avoids expensive global memory accesses for the interme-

diate results. This is fundamentally different from kernel fusion

optimizations in TensorRT [40]. (ii) We study the self-attention

architecture and find the opportunity of combining the linear trans-

formation for matrix V and the final linear transformation operator

in Figure 1(b). The newly combined operator lowers the required

pruning ratio and can be pre-computed to potentially avoid compu-

tations. (iii) Our sequence length aware optimization explores the

corner case performance issues for our on-the-fly attention operator

and unveils that performing fewer computations on-the-fly would

yield more benefits when sequence length is relatively long. (iv)

Finally, we identify that using pure FP16 of the tensor core would

experience overflow problems during self-attention computation.

Correspondingly, we reorder the scaling operator to achieve pure

FP16-based self-attention computation which is more efficient than

the mixed precision-based counterpart. As shown in Figure 1, our

novel self-attention computation gains a speedup of 2.9× over the

existing TensorRT implementation.

Second, we propose an attention-aware and tensor core friendly

pruning design which judiciously uses various pruning algorithms

to reduce more computations hence achieving significantly shorter

turnaround time. Despite that pruning is a well-known strategy

to reduce the mounting size of Transformer-based models, it is

concerned that either irregular pruning [23] (i.e., pruning weights

of arbitrary locations) will prevent the usage of tensor core or block-

based weight pruning [31] (prune at the tensor tile level) would

suffer from low pruning ratio and accuracy loss. In this paper, we

first strive to derive tensor core friendly matrix representations for

weightmatrices in column and row pruning, which allows us to both

enjoy the computation reduction in pruning and exploit existing

tensor core-based highly optimized GEneral Matrix Multiplication

(GEMM) routines for rapid linear transformation. Further, to achieve

both tensor core friendly and high pruning ratio & accuracy, we

present the first tensor tile-based pruning algorithm for transformer

models using a reweightedmethod on group lasso regularization [4].

This algorithm first partitions the weight matrix into tensor tiles,

subsequently uses 𝑙2 norm to update the penalty factor. We then

update the total loss and conduct pruning based on 𝑙2 norm. Finally,
we retrain the non-zero entries in the model in order to preserve

the accuracy after pruning. Last but not least, we introduce an

attention-aware adaptive pruning algorithm design that chooses

different pruning algorithms for various weight matrices that can

reduce more computations and achieve shorter turnaround time.

Third, we demonstrate the effectiveness of E.T. across a wide

range of benchmarks and models. Particularly, we evaluate our

pruning algorithm on WikiText-2 dataset for Transformer, and

GLUE benchmark suite for BERTBASE and DistilBERT. This evalua-

tion covers a significantly wider range of benchmarks and types

of models comparing to the recent art [21]. It is of particular im-

portance to mention that our novel self-attention architecture,

together with attention-aware pruning offers, on average, 1,131

𝜇𝑠 (BERTBASE) and 500𝜇𝑠 (DistilBERT) inference latency across
all the GLUE benchmarks while sustains 95% of the prediction

accuracy/score (Table 1). To the best of our knowledge, E.T.

is the first work that achieves such short turnaround time

for transformer-based models on GPUs while maintaining

the high prediction accuracy. This is benefited from our novel

attention-aware pruning algorithm designs and efficient self-attention

computation system implementations.

The remaining of this paper is organized as follows: Section 2

presents the background. Sections 3 and 4, respectively, discuss the

efficient self-attention computation and attention-aware tensor core

friendly pruning algorithm designs. We evaluate E.T. in Section 5,

describe related work in Section 6, present the potential of E.T. in

Section 7, and conclude in Section 8.

2 BACKGROUND

2.1 Transformer-based Language Models

Transformer is a sequence-to-sequence NLP model [51] which uses

an attention mechanism to draw global dependencies between

input and output. It takes a sequence of word embeddings from one

vocabulary set as input and generates the probability of tokens in

the other vocabulary set. The model mainly consists of encoding

and decoding components. The encoding component is a stack of
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encoders that are all identical in structure but their weights are

trained independently. Likewise, the decoding component is also a

stack of decoders. Note, the number of encoders and decoders can

be adjusted to arrive at different transformer models. For instance,

BERT only contains encoders [25]. BERTBASE has 12 layers in the

encoder stack while BERTLARGE has 24 layers in the encoder stack.

OpenAI GPT-3 [3] only has 12 layers of decoders.

Before the word embedding is processed by the encoder, we add

the position information of the tokens to the sequence so that the

model is aware of the position of the token in each sequence.We use

sine and cosine functions to encode this position information [51]:

PE(𝑝𝑜𝑠,2𝑖 ) = 𝑠𝑖𝑛 (𝑝𝑜𝑠/100002𝑖/𝑑model ), (1)

PE(𝑝𝑜𝑠,2𝑖+1) = 𝑐𝑜𝑠 (𝑝𝑜𝑠/100002𝑖/𝑑model ), (2)

where 𝑝𝑜𝑠 is the position of the token in the sequence; dmodel is the
dimension of each word’s embedding, and 𝑖 is the 𝑖-th dimension
in the word embedding vector. These positional values are added

to the embedding of each token.

As shown in Figure 1, self-attention is the key for an encoder.

During linear transformation, the input X is multiplied by three

weight matrices, i.e., query (WQ), key (WK), and value (WV), to

arrive atQ,K, and V, respectively. That isQ = X ·WT
Q
,K = X ·WT

K

and V = X · WT
V. Afterwards, we follow Equation 3 to perform

attention computation:

Z = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 ( Q,K, V) = softmax(Q · KT

√
𝑑𝑘

) · V. (3)

Note, amask is applied to exclude certainword-to-word interactions

before softmax. One popular masking mechanism is to set the

lower triangle part of the masking as 0 and the upper triangle part

as negative infinity. When applied to Q · KT, this mask actually

prevents the position information of later words from affecting the

earlier ones. Multi-head attention extends Equation 3. The attention

model possesses multiple sets ofWQ,WK,WV, which allows the

model to jointly attend to information from different representation

subspaces at different positions and each set of weights is a head.

Since there are multiple Z’s of Equation 3, multi-head attention

combines them by multiplying Z with a weight matrixWO.
√
dk

is the dot product’s scaling factor, where 𝑑𝑘 = 𝑑model
H , and H is the

number of heads.

As shown in Figure 1, after the self-attention module, there is a

multilayer perceptron (MLP) module consisting of two linear trans-

formation layers with an activation layer between them. A layer

normalization is applied after self-attention and MLP respectively,

whose input will be added by the input of the module.

2.2 GPUs and Tensor Cores

In recent GPU architectures, a Streaming Processor (SMX) often

contains both general and tensor cores. Using V100S GPU as an ex-

ample, one SMX contains 64 single floating-point cores, 64 integer

cores, 32 double floating-point cores, and 8 tensor cores. As one ten-

sor core can perform 64 FusedMultiply Add (FMA) operations every

cycle. It implies that one SMX can perform 1,024 operations every

cycle with tensor cores, or tensor core is 8× faster than the general

cores. Note, when one type of core is in use, the other cores cannot

execute since all these cores share certain hardware resources [34].

C = A B + C

A
B

FP 32
FP 16

BFP 16
TF 32

(a) FMA for matrix multiplication (b) Floating point variants

S

S

S

S

Si
gn Exponent Precision (Mantissa)

8 bits 23 bits

5 bits 10 bits

7 bits

Figure 2: Tensor core specification: (a) FMA for matrix multiplica-

tion and (b) floating point variants.

With the tensor core, a large matrix multiplication problem can

be accomplished by a collection of small matrix multiplication. As

shown in Figure 2(a), to perform a matrix multiplication of 16×𝑛
and 𝑛×16, the FMA can perform one 16×16 matrix multiplication of
A and B at a time, and accumulate the result to an eventual result

for a tensor tile of 16×16 in C.

Tensor core comes with precision variations. First, V100S FMA

operation supports mixed-precision which means the matrix multi-

plication is FP16 while the addition goes to FP32 [34]. As shown

in Figure 2(b), the IEEE 754 FP32 format often requires 1 sign bit,

8 exponent bits, and leaving the remaining 23 bits for precision

(mantissa). V100S supports the FP16 which reduces bits for both

exponent and precision. The recent A100 and Google Tensor Pro-

cessing Unit (TPU) also support Brain Floating Point 16 (BFP16)

which cuts more bits from mantissa so that it can represent a wider

value range with lower precision. The A100 GPU also support new

TensorFloat-32 (TF32) type, Int8, Int4, and Binary types [37].

2.3 TensorRT

TensorRT is a high-performance neural network inference frame-

work including a network optimizer and a runtime engine. Given

a trained neural network, it optimizes the network by fusing lay-

ers, choosing the optimal kernel implementation, and reorganizing

the computation based on network structure. Briefly, TensorRT

performs three key optimizations to the neural network compu-

tation graph. First, it eliminates the layers that generate unused

output to avoid unnecessary computation. Second, when possible,

it fuses convolution, bias, ReLU layers to form a single layer. Third,

if multiple layers take the same input tensor, or perform the same

operations with similar parameters simultaneously, it also fuses

these layers, which is referred to as horizontal layer fusion. Note

that these graph optimizations do not change the underlying com-

putations. Instead, they aim to restructure the graph to perform the

operations much faster and more efficiently.

3 NOVEL SELF-ATTENTION ARCHITECTURE

3.1 Tailored Self-Attention Operators

We introduce two tailored operators: (i) on-the-fly attention oper-

ator, i.e., 2 - 6 in Figure 3(a) and 2 - 5 in Figure 3(b), and (ii)

pre-computed linear transformation, a.k.a., step 7’ in Figure 3(b).

On-the-fly attention operator. By performing attention oper-

ator on the fly, we do not need to either write or read the interme-

diate results, respectively, to or from the GPU global memory. Here,

the intermediate results are Q1 · KT
1 ‖Q2 · KT

2 and S in Figures 3(a)

and 3(b). As a result, all operations are performed in either shared

3
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Figure 3: Our self-attention architecture for a sequence of three tokens, four features per token, and two heads, each of which is a thicker

border box. We assume (a) use tensor tile pruning for WQ, WK and WO, row pruning for WV. In (b), WQ and WK remain tensor tile pruned

while WO is row pruned, and WV is dense. Note, the symbol ‖ represents the concatenation of different heads.

memory or registers. Note, our on-the-fly attention operator is dif-

ferent from TensorRT that fuses various kernels into one kernel.

That is, TensorRT still has to write intermediate results to and from

global memory. TensorRT kernel fusion can only avoid copying the

data from the global memory of one kernel to another.

On-the-fly attention requires to resolve the data dependency

from Z toQ,K, and V, as shown in Figure 3(a). There are two levels

of data dependency, that is, head and row-level dependencies: (i)

Each head of Z depends on the corresponding head of Q and K.

Therefore, we can compute each head of Z independently. (ii) Each

row of Z is also independent. It is also important to note that soft-

max requires finding the maximum from the entire row of one head

in Q1 ·KT
1 ‖Q2 ·KT

2 . Hence, one row of one head in Z is the minimal

independent unit we can derive. Since head-level dependency is

straightforward, we explain the row-level dependency below.

As shown in Figure 3(a), we compute each row 𝑖 in Q1 · KT
1 at

a time. This row is calculated by scaling one row of Q1 ( 2 ) and

multiplying this scaled row with KT
1 ( 3 ). We store row 𝑖 in shared

memory for masking ( 4 ) and softmax ( 5 ) computations. Since a

Cooperative Thread Array (CTA) is the maximum thread unit in

modern GPUs that can share the same shared memory region, we

schedule a CTA to work on row 𝑖 in S. The threads in each CTA

compute row 𝑖 of Q1K
T
1 in parallel, perform a parallel reduction for

softmax, and arrive at row 𝑖 in S. Still in this on-the-fly attention

operator, this one row of S loads a head from V and performs

multiplication to derive one row of Z ( 6 ). As shown in Figure 3(b),

on-the-fly attention operator is slightly revised when pre-computed

linear transformation operator is introduced. When deployed on

tensor cores, E.T. computes a row of tiles in Z at a time. It is also

important to note that even one CTA is responsible for 16 rows

of a head at a time, recent transformer-based models which often

process ≥12 heads, with ≥768 features according to [56], would
have adequate workloads to saturate one V100S GPU.

Pre-computed linear transformation operator. For multi-

head attention, we use WO to combine various heads of Z and

derive the final output matrix in step 7 of Figure 3(a) as following:

Output = Z ·WT
O = ( ‖Hh=1Zh) · ( ‖Hh=1WT

O,h) =
H∑
h=1

Zh ·WT
O,h, (4)

where we assume both Z andWO have H heads. We use the con-

catenation operator ‖H
h=1 to concatenate them together. Intuitively,

Equation 4 suggests that the concatenated multiplication, in fact,

multiplies each head of Z with the corresponding head ofWT
O
to

arrive at the resultant matrix of that head. Afterwards, we add

the resultant matrices of all heads together to arrive at the output.

This is also observed in step 7 of Figure 3(a), where Output =

Z1 ·WT
O,1 + Z2 ·WT

O,2.

Assuming S = softmax( Q·KT

√
𝑑𝑘

), we can obtain: Z = S ·V, further
Zh = Sh · Vh for each head h. Using this equation to replace Zh in
Equation 4, we get:

Output =
H∑
h=1

(Sh · Vh) ·WT
O,h =

H∑
h=1

Sh · (Vh ·WT
O,h)

=
H∑
h=1

Sh · (X ·WT
V,h ·WT

O,h) =
H∑
h=1

Sh · X · (WT
V,h ·WT

O,h) .
(5)

The transformation in Equation 5 allows us to compute the

matrix multiplication betweenWV andWO beforehand. Further,

becauseWV andWO are known before the inference computation,

we can pre-compute each head ofWT
V,h

·WT
O,h

.

Figure 3(b) shows how the pre-computed linear transformation

operator works for the same example in Figure 3(a). We allow

each head ofWV andWO in 7’ to multiply and arrive at (WT
V,1 ·

WT
O,1)‖(WT

V,2 ·WT
O,2). Then, X multiplies with this matrix in step

1’ . Finally, step 6’ in Figure 3(b) to derive the output. In addition to

the aforementioned derivation, our evaluation of real-world dataset

also exhibits that this pre-computed linear transformation operator

yields the same results as the original design [51].
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3.2 Sequence Length Aware Optimization For
On-the-fly Attention Operator

As the sequence length, i.e., the # of columns in one head of Q1 ·
KT
1 ‖Q2 · KT

2 in Figure 3(a) increases, E.T. could potentially suffer

from two performance issues: (i) The intermediate result residing in

shared memory becomes larger and may exceed the shared memory

capacity. (ii) We need to load the entire K to compute each row

of QKT at step 3 in Figure 3(a). Similarly for step 6 . This could

result in overwhelming memory access traffic.

For the first performance issue, the total needed shared memory

space for a tile row has a relation with sequence length as below:

tileHeight · dmodel
H︸������������������︷︷������������������︸

Tile row i of Q in Figure 3(a)

+ tileHeight · seqLen︸������������������︷︷������������������︸
Tile row i of S in Figure 3(a)

, (6)

where the length of a row in Q1 · KT
1 is the sequence length, i.e.,

seqLen, tileHeight = 16, dmodel is the dimension of the word em-

bedding, and H denotes the number of heads in the model which

ranges from 2 to 128 according to [56]. If we use BERTLARGE, which

features 16 heads, dmodel=1,024, and 384 as the sequence length,

the total needed shared memory is 7KB. Since a commodity GPU

like V100S usually has 96 KB shared memory per processor, our

on-the-fly attention could serve a relatively long sequence length.

For the second performance concern, step 3 of Figure 3(a), where

every row of Q needs to access the entire head of K during the

on-the-fly computation to avoid writing and reading one head of

Q1 · KT
1 ‖Q2 · KT

2 matrix, respectively, to and from global memory.

Our on-the-fly attention dissects the GEMM into the row vector

of Q multiplying a head in KT so that each CTA performs the

inner-product between the row vector and every column vector in

the head. Thus finishing the entire resultant matrix needs Q to be

accessed once while KT to be accessed multiple times. Similarly for

step 6 , where we need to access the entire head of V for each row

of S. As a result, on-the-fly attention would be beneficial only when

K and V are relatively small which means the GPU bandwidth can

afford repeatedly loading them for various rows of Q.

Otherwise, we adopt the outer-product-based GEMM to reduce

the memory traffic when computing 3 and 6 . Using 3 in Fig-

ure 3(a) as an example, we can load the first column Q, and the

first row of KT to compute the partial results for the entire Q1K
T
1 .

Afterwards, we do that for the follow-up columns of Q1, and rows

ofKT
1 . Once each column of Q1 has multiplied with the correspond-

ing row of K1, we arrive at the Q1 · KT
1 . This design only loads

Q1 and K1 once. However, we need to schedule the entire GPU to

perform this computation, writing the results into global memory,

performing global synchronization, then loading one row ofQ1 ·KT
1

in shared memory for the follow-up masking, softmax, and eventual

multiplication with V, similarly for Q2 · KT
2 .

We find sequence length is the key factor that decides whether

we should adopt outer-product-based GEMM, hence break 3 and 6

from our on-the-fly attention. Therefore, an adaptive solution that

switches between on-the-fly and breaking 3 and 6 from on-the-fly

is needed. In the evaluation section, we will present a thorough

study about this design exploration.

3.3 Reordered Self-Attention Architecture For
Pure FP16-based Attention Computation

Figure 4: The heatmap of over-

flow problem faced by atten-

tion mechanism when we use

tensor core to compute Q1 ·
KT
1 ‖Q2 · KT

2 , where the orange

shadow colors are the overflow

entries. Here, we use Trans-

former on WiKiText-2 with se-

quence length = 16 and dimen-

sion of word embedding as 256.

We observe that the result of multiplying one tile of row 𝑖 in Q

with one tile in K goes beyond the value range of FP16. Figure 4

exhibits the overflow problem faced by pure FP16 basedQ1 ·KT
1 ‖Q2 ·

KT
2 . Clearly, one can observe that the majority of the entries are

shadow ones which mean they face overflow problems.

In this context, one needs to use a mixed precision-based tensor

operation. Mixed precision implies that each row 𝑖 of Q1 · KT
1 ‖Q2 ·

KT
2 has to be stored in FP32, and converted back to FP16 for the

subsequent tensor core operations. Mixed precision introduces two

aspects of overhead when compared to pure FP16-based attention:

(i) double the shared memory consumption when storing row 𝑖 of
Q1 ·KT

1 ‖Q2 ·KT
2 ; (ii) converting FP32 back to FP16 for subsequent

masking and softmax computations.

To achieve pure FP16-based attention computation, we move the

scaling operation, i.e., 2 in Figure 3(a) and 3(b), before the matrix

multiplication operation 3 . Note, as shown in Figure 1, scaling

operation is performed after Q1 · KT
1 ‖Q2 · KT

2 is obtained in the

state of the art projects, such as PyTorch [42] and TensorRT [40].

since each row ofQ1 ·KT
1 ‖Q2 ·KT

2 will be converted back to FP16 for

subsequent operations, this implies that our reordering guarantees

pure FP16 will not experience overflow problem during attention

computation. It is also important to note that changing the location

of scaling operation and optimizing softmax accuracy only means

avoiding the overflow errors, which suggests that our reordering

yields the same results for the design without such an adjustment.

4 ATTENTION-AWARE MODEL PRUNING

4.1 Transforming Existing Pruning Designs
into Tensor Core Friendly Formats

W

X

W

(a) Row pruning (b) Column pruning

X

X (adjusted)

Figure 5: Examples of a linear transformation with row/column

pruned weight matrix. 𝑋 is the input embedding matrix.
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Condensing row/column pruning for the tensor core. Af-

ter row or column pruning [21] of the weight matrixW, we propose

to remove the pruned rows or columns, and condense the existing

nonzero rows or columns into a new dense weight matrixWpruned.

Here, W could represent WQ, WK, WV, and WO. Subsequently,

we can resort to a tensor core-based highly optimized GEMM rou-

tine for rapid matrix multiplication. We further find that row and

column pruning generate different weight matrices that could affect

the subsequent attention computation. This leads to our attention-

aware pruning (Section 4.3).

Row pruning. Figure 5(a) exemplifies the row pruning design.

Assuming the second and last rows are pruned inW. We condense

the pruned W into a 2 by 4 dense Wpruned matrix. Finally, we

multiply the inputXwith the pruned and transposed weight matrix

WT
pruned

to arrive at the resultant matrix with two nonzero columns.

Here, since both X andWT
pruned

are in dense format, one can use

tensor core to accelerate the GEMM. Column pruning adopts a

similar idea to enable tensor core-based GEMM but the procedure

is slightly different. As shown in Figure 5(b), the weight matrix is

column pruning, then transposed and eventually multiplied with

the input matrix X. Because only the first and third columns have

nonzero entries inWpruned, only the first and third columns of X

will have nonzero entries to multiply with. Therefore, one can use

Xadjusted to multiply withWT
pruned

.

Irregular pruning, which does not yield promising time con-

sumption saving, is included here for completeness. Particularly,

irregular pruning produces a weight matrix with nonzero entries

scattered at random locations in the weight matrix. We adopt a

hierarchical sparse format from a recent study [59] to implement

tensor core-based irregular pruned linear transformation. This for-

mat contains two levels of sparsity: (i) a bitmap-based format to

store each tensor tile in the weight matrix that contains at least one

nonzero. (ii) a Block Compressed Sparse Row or Column (BCSR or

BCSC) format to store various nonzero tensor tiles.

4.2 Tensor Tile Pruning for Transformer
Models

Despite row/column/irregular pruned weight matrix can be trans-

formed into formats leveraging tensor cores, one needs to pay non-

trivial overheads on pre-processing the inputs, and post-processing

the resultant matrix. This section introduces a tensor tile-based

pruning algorithm, which either excludes the entire tensor tile of

weights or keeps the entire tensor tile intact within weight matrices.

Apparently, this tensor tile-based pruning introduces significantly

better storage and control-flow logic compared to the aforemen-

tioned approaches in Section 4.1. Below, we formulate this pruning

design into an algorithm that is similar to reweighted 𝑙1 method [4].
Consider an𝑁 -layer Transformer, where the collection ofweights

and bias in the 𝑘th layer are denoted byW𝑘 and b𝑘 , respectively.

We denote the tile row as 𝑟 , tile column as 𝑐 . An original weight
matrix W ∈ R𝑚×𝑛 is divided into 𝑝 × 𝑞 tiles, where 𝑝 = 𝑚

𝑟 , and

𝑞 = 𝑛
𝑐 . In weight pruning, our objective is to prune the weights.

Therefore, we minimize the loss function subject to constraints of

different weight distribution in each layer. Formally, this tensor

tile-based weight pruning can be written as

min 𝑓
({W𝑘 }𝑁𝑘=1, {b𝑘 }𝑁𝑘=1

) }),
subject to # of non-zero tiles inW𝑘 is less than 𝑙𝑘 ,

(7)

where 𝑙𝑘 is the desired numbers of non-zero tiles. The loss func-
tion is denoted by 𝑓

({W𝑘 }𝑁
𝑘=1, {b

𝑘 }𝑁
𝑘=1

)
. To mitigate the accu-

racy loss caused by directly pruning the weights, we relax the

hard constraints by adding regularization terms in the objective

function. When we use group Lasso, the regularization term is∑𝑁
𝑘=1

∑𝑝
𝑖=1

∑𝑞
𝑘=1 𝛽

𝑘
𝑖 𝑗 ‖W𝑘

𝑖 𝑗 ‖2, where 𝑝 and 𝑞 are the number of (tile-
wise) rows and columns in the 𝑘th layer, respectively. Together, we
rewrite the weight pruning problem from Equation 7 as:

min 𝑓
({W𝑘 }𝑁𝑘=1, {b𝑘 }𝑁𝑘=1

) + 𝜆
𝑁∑
𝑘=1

𝑝∑
𝑖=1

𝑞∑
𝑗=1

𝛽𝑘𝑖 𝑗 ‖W𝑘
𝑖 𝑗 ‖2, (8)

where 𝜆 is the weight penalty factor for regularization strength.
We illustrate the training process using an 8 × 4 weight matrix

(two heads; each with 4 × 4) as shown in Figure 6. The training has

the following steps. (i) Initialization. We start with a pre-trained

model. (ii) We check if the current epoch falls into the pre-defined

milestones (i.e., the𝑚1,𝑚2, · · · ,𝑚th
𝑠 epoch). If yes, we select the tile

size 𝑟 ×𝑐 as 2×2 and divide the weight matrix𝑚×𝑛 (8×4) into 𝑝×𝑞
(4 × 2) sub-matrices. We compute the 𝑙2-norm of each tile ‖W𝑘

𝑖 𝑗 ‖2
and update the tile penalty factor 𝛽𝑘𝑖 𝑗 using 𝛽

𝑘
𝑖 𝑗 = 1/(‖W𝑘−1

𝑖 𝑗 ‖2 + 𝜖),
where 𝜖 is a small value preventing division by zero. (iii) We update
the model loss as indicated by Equation 8. Note that in this step we

treat 𝜆 and 𝛽𝑘𝑖 𝑗 as constant. (iv) We train the Transformer model and

update the parameters. We stop increasing 𝜆 when the reweighted
training accuracy drops slightly. As a result, a well-trained set of

parameters will be generated. (v) We perform weight pruning based

on 𝑙2 norm. 1 We first divide the weight matrix 8×4 into 8 2×2 sub-
matrices. 2 We compute 𝑙2 norm of the sub-matrices to produce a

4 × 2 norm matrix. We will select the values with the largest group

𝑙2 norm in a tile. If the value is less than pre-set percentile (say

50%), we set the value to 0. 3 We generate a pruning mask matrix

(8 × 4, all 0s, and 1s) for the 𝑝 × 𝑞 tiles. 4 We multiply the mask

matrix with the original weight matrix element-wisely to obtain

the tensor tile pruned weight matrix. Finally (vi), we retrain the

non-zero entries for several epochs (e.g., 4), to recover the accuracy.

4.3 Novel Attention-aware Adaptive Pruning

Since irregular pruning introduces tremendous overhead, only row,

column, and tensor tile-based pruning algorithms can bring perfor-

mance gains. However, the row pruning of either matrix Q or K

degrades the prediction accuracy severely. The root cause is that the

attention neural network could be interpreted as a retrieval process,

where the row vectors in Q and K are considered as queries and

keys [51]. The dot-product of query and key is computing their

distance in the feature space. Therefore, removing an entire row

means reducing the size of input data. This significantly affects the

captured information from the model. As a result, we only have

column and tile pruning forWQ andWK. ForWO, row, column,

and tile pruning are possible candidates.

Now, we considerWQ andWK. On the one hand, because col-

umn pruning either of them will lead to a dense matrix after X
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Figure 6: Re-weighted training, pruning, and masked retraining; we use an 8 × 4 weight matrix (two head; each with 4 × 4) as an example.

multiplies with the transpose of eitherWQ orWK. Therefore, one

cannot enjoy pruned resultant matrix for future operations. On the

other hand, tensor tile pruned matrix can avoid both pre- and post-

processing overhead that is suffered by column pruning. As a result,

we use tensor tile-based pruning forWQ andWK.

ForWV andWO, the preferred pruning patterns are highly de-

pendent upon whether we adopt pre-computed linear transforma-

tion or not. If we do not adopt pre-computed linear transformation,

which is shown in Figure 3(a), we prefer column prunedWV, and

tensor tile prunedWO. Otherwise, since we pre-compute the mul-

tiplication betweenWV andWO, we care more about the pruning

pattern in the resultant matrix (‖H
h=1W

T
V,h

· WT
O,h

). As shown in
Figure 3(b), we adopt row pruning forWO while leaveWV as dense

matrix for two reasons. First, WO is row pruned because the re-

sultant matrix X · (‖H
h=1W

T
V,h

·WT
O,h

) will remain column pruned
that can benefit step 6 in Figure 3(b). Second,WV is not pruned

because pruning WV will not only lead to no sparsity changes

in X · (‖H
h=1W

T
V,h

·WT
O,h

) but also prevent us from pruning more

entries in the other weight matrices. We abbreviate the method as

attention-aware pruning in the following context.

5 EXPERIMENTS

5.1 Experimental Setup

Datasets. For the Transformer model, we conduct experiments on

theWikitext-2 dataset [30]. For BERTBASE [11] and DistilBERT [48]

models, we conduct experiments on GLUE benchmark [52], a com-

prehensive collection of natural language understanding tasks cov-

ering three NLP categories, i.e., inference tasks (MNLI [55], Quora

Question Pairs (QQP) [62], QNLI [52] (a set of over 100,000+ question-

answer pairs from SQuAD [45]), single-sentence (SST-2 [49]), para-

phrase similarity matching (STS-B [5], Microsoft Research Para-

phrase Corpus (MRPC [12]) and WNLI [26]).

Baseline models. Our baseline models are unpruned Trans-

former, BERTBASE, and DistilBERT. We list the reported prediction

accuracy of BERTBASE and DistilBERT from the original papers

in the first row as shown in Table 1. For BERT, we use the official

BERTBASE [11], uncased model as our pre-trained model. There

are 12 encoder layers (L =12; embedding dimension dmodel = 768;

self-attention heads H = 12), with total number of parameters 110

Million. For DistilBERT, there are 6 encoder layers (L =6; embedding

dimension dmodel = 768; self-attention heads H = 12). For Trans-

former, there are 2 encoder layers (L =2; embedding dimension

dmodel = 800; self-attention heads 𝐻 = 4).

Evaluation metrics.We measure the latency of inference for

different models and sparsities. It takes word embeddings as the

input and generates the output for task-specific post-process. For

pruning algorithms, on WikiText-2, we use the accuracy of next

word prediction. On all GLUE benchmarks, we report the metrics

following the conventions in [52], i.e., accuracy scores are reported

for MNLI, SST-2, QNLI and WNLI; F1 scores are reported for QQP,

MRPC; Spearman correlations are reported for STS-B.

Implementation details. We implement E.T. from scratch in-

stead of using TensorRT [40]. Although TensorRT provides the

API for developers to add customized kernels as plugins, we find

doing that would disrupt TensorRT from optimizing the entire im-

plementation. Further, the optimizer of TensorRT works on the

operator level as opposed to the source code level. It can only fuse

the built-in operators by searching from the pre-defined rules and

implementations. Besides, we have to pay the overhead of wrap-

ping our customized code into TensorRT, as well as maintaining

the compatibility between our kernel and the TensorRT ones.

Regarding pruning, for Transformer, we first train a model from

scratch for 50 epochs, and the resulting trained model is used as our

pre-trained model. We load the pre-trained model, run 50 epochs

reweighted-based training, subsequently another 50 epochs retrain-

ing after applying pruning on the previously trained models. For

BERT, we use the official BERTBASE, uncased model as our pre-

trained model and we set 𝜆 as 0.0001. While a distilled model from

the BERT, uncased checkpoint, is used as the pre-trained model for

DistilBERT [48]. We set 𝜆 as 0.0001 for MNLI and 0.0003 on other
tasks for DistilBERT.We train the models for the downstreamGLUE

tasks with their corresponding datasets. As we feed the data, the

entire pre-trained model and the additional untrained classification

layer are trained on our specific task. For fine-tuning, we run 4

epochs with a learning rate from the range between 0.00003 and
0.00005 (learning rate which gives best performance is selected for
each task) and batch size of 32.

Evaluation platforms. Training and Evaluation are performed

on Python 3.6.10 and CUDA 11.1 on V100SGPU and Intel(R) Xeon(R)

Gold 6244 @ 3.60GHz CPU. The model is trained with PyTorch

1.4.0, and the source code of our implementation is compiled with

NVIDIA nvcc 11.1 and GCC 7.5.0 with the optimization flag of O3.
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where “OTF” stands for on-the-fly, and “partial OTF” means we

break 2 - 6 of Figure 3(a) into two kernels, i.e., 2 - 3 as one kernel

and 4 - 6 as another kernel.

5.2 Turnaround Time Study

5.2.1 E.T. vs. state-of-the-art. Figure 7 shows the latency of our

implementation of an encoder vs the state-of-the-art including Ten-

sorRT [40], FasterTransformer [39] and PyTorch [42]. For TensorRT,

we use the implementation of the encoder in the BERT demo of

TensorRT [40]. For FasterTransformer, we use the sample code of

C++ API provided with the latest version 3.1. Particularly, we com-

pare the latency of one encoder layer with 𝑑𝑚𝑜𝑑𝑒𝑙 of 768 and 12

heads, which is the configuration of BERTBASE and DistilBERT.

Since E.T. can automatically search through various linear trans-

formation implementations and choose the optimal one (similar to

FasterTransformer), E.T. finds and uses the best CUBLAS GEMM

routine, i.e., algorithm CUBLAS_GEMM_ALGO5_TENSOR_OP (on

our server) [38] when the sparsity is below 40% while attention-

aware pruning afterwards. Overall, we observe that E.T. outper-

forms PyTorch, TensorRT, and FasterTransformer across all sparsity

cases. Notably, as the prune ratio increases, the maximum speedup

climbs to 13.7×, 3.4× and 2.5× over PyTorch, TensorRT, and Faster-

Transformer, respectively.

5.2.2 On-the-fly attention operator vs TensorRT attention. We com-

pare the performance of attention computation, i.e., steps 2 - 6 in

Figure 3(a), between our implementations and the corresponding

BERT plugin in TensorRT [40] in Figure 8. Note, we attempt to com-

pare against FasterTransformer regarding on-the-fly attention op-

erator but found breaking the encapsulation of FasterTransformer,

i.e., inserting cudaDeviceSynchronize() to FasterTransformer ker-

nels for timing, would end up with worse turnaround time than

TensorRT. This leads us to use TensorRT for this comparison.

As shown in Figure 8, either our on-the-fly attention or partial

on-the-fly attention operator would best TensorRT across all cases.

Particularly, for the sequence length between 64 to 256, our average

speedup on Transformer is 2.5×, and 3.3× on BERTBASE. For the

full on-the-fly vs partial on-the-fly, when the sequence length is

short, the full on-the-fly attention has 1.5× speedup in BERTBASE
and 1.4× speedup in Transformer on average. But when the se-

quence length goes beyond 224, our partial on-the-fly attention

starts to outperform. Therefore, E.T. will adapt the partial on-the-fly

attention when sequence length is larger than 224.
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Figure 9: The speedup of with pre-computed linear transformation

over without pre-computed linear transformation for one encoder.

5.2.3 Performance impacts of pre-computed linear transformation.

Figure 9 shows the performance of an encoder changing with the

number of heads with sequence length as 128 and dmodel = 768,

1024, and 2048. Here, we use DistilBERT on the MRPC dataset,

where the prune ratio is 50% w/o pre-computed and 80% with pre-

computed linear transformation. The computation saving together

with a higher prune ratio in the pre-computed linear transformation

yields better performances virtually across all cases. On average,

the speedup is 1.1×, 1.3×, and 1.6× respectively for dmodel = 768,

1024 and 2048, respectively. Note, a larger dmodel leads to more

speedup because the computation saving is positively proportional

to the model size. This trend suggests that our pre-computed linear

transformation would offer more benefits when the model becomes

larger, which is also the trend in recent transformer-based models.

5.2.4 Comparison of various pruning algorithms. Figure 10 shows

the performance of different pruning algorithms in the linear trans-

formation with dmodel = 768 and dmodel = 1, 024 and the input se-
quence length as 128. We use the fastest CUBLAS GEMM configura-

tion on our server, i.e., CUBLAS_GEMM_ALGO5_TENSOR_OP [38]

as the unpruned baseline.When sparsity reaches 95%, our tensor tile

pruned linear transformation enjoys 3.5×, 3.2× speedups, respec-

tively for dmodel = 768 and dmodel = 1, 024. The row and column

pruned linear transformation has 1.6× and 1.7×maximum speedups

when dmodel = 1, 024, respectively, while 1.2× and 1.6× maximum

speedups when dmodel = 768, respectively. We observe that the

pruned linear transformer performance is determined by its spar-

sity and pruning method. As the results shown in Figure 10, when

sparsity is the same, tensor tile pruning has better performance

than column pruning.

5.2.5 Hardware profiling. Figure 11 shows the profiling result via

nvprof with 128 as sequence length and BERTBASE configuration.

Figures 11(a) and 11(b) show the memory traffic of accessing global
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Figure 11: The hardware profiling results of our on-the-fly attention

operator vs. the TensorRT counterpart.

memory using nvprof, where gld_transactions measures the num-

ber of global memory loading transactions and gst_transactions

measures the number of global memory storing transactions. Our

implementation loads 1.8×, on average, more memory compared
to TensorRT. The good news is that our saving on storing the inter-

mediate results to global memory is strikingly more significant, i.e.,

5× on average.

Other than the contribution of reducing global memory traffic,

our CTA-based workload decomposition and kernel fusing expose

more parallelism so the utilization of GPU is higher. Figure 11(c)

shows the average ratio of time when there is at least one warp

residing on the multiprocessors measured by sm_efficiency. Fig-

ure 11(d) shows the instruction-per-cycle (IPC). On average, we

enjoy 30% and 22% boost over baseline on sm_efficiency and IPC,

respectively. The improved resource utilization indicates that the

benefit of on-the-fly attention (i.e., reducing store transactions)

outweighs the overhead (i.e., more load transactions). The intrinsic

reason is that extra load does not saturate the memory bandwidth

of GPU while storing data after each kernel execution hurts the

hardware utilization because it is on the critical path. On-the-fly

Table 1: Comparison of prediction accuracy and inference time of

different models on GLUE benchmark. We test the irregular prun-

ing method [23] on BERTBASE and DistilBERT report the accuracy.

BERTBASE MNLI QQP QNLI SST-2 STS-B MRPC WNLI AVG.

Baseline [11] 84.6 91.2 90.5 93.5 85.8 88.9 56.3 84.4

BERTBASE (ours) 84.3 91.4 91.6 92.8 89.1 89.4 56.3 85.0

Irregular [23]1 81.3 85.7 87.9 89.4 87.1 84.8 56.3 81.8

Pruning ratio (%) 70% 90% 70% 70% 60% 70% 90% 74.3%

Latency (𝑚𝑠) 51.7 17.4 47.2 47.2 78.1 47.2 17.4 43.8

Column (ours) 80.3 86 81.4 85.9 85.3 86.8 56.3 80.3

Pruning ratio (%) 30% 50% 40% 30% 20% 10% 90% 38.6%

Latency (𝑚𝑠) 2.10 1.97 2.04 2.09 2.28 2.50 1.57 2.08

Tensor tile (ours) 82.9 86.2 83.3 84.1 85.3 86.9 56.3 80.7

Pruning ratio (%) 30% 50% 40% 50% 30% 20% 90% 44.3%

Latency (𝑚𝑠) 1.43 1.20 1.44 1.3 1.45 1.56 0.69 1.30

Attention-aware (ours) 81.8 86.4 84.6 84.2 85.2 86.7 56.3 80.7

Pruning ratio (%) 30% 80% 40% 70% 30% 20% 90% 51.4%

Latency (𝑚𝑠) 1.38 0.78 1.25 0.90 1.38 1.46 0.67 1.12

DistilBERT MNLI QQP QNLI SST-2 STS-B MRPC WNLI AVG.

Baseline [48] 82.2 88.5 89.2 91.3 86.9 87.5 56.3 83.1

DistilBERT (ours) 81.9 90.2 89 90.7 86.5 89.5 56.3 83.4

Irregular [23]1 80.3 83.9 84.2 85.4 84.1 81.3 56.3 79.4

Pruning ratio (%) 40% 80% 80% 80% 60% 70% 90% 71.4%

Latency (𝑚𝑠) 44.4 16.1 16.2 16.2 38.4 23.5 8.7 23.4

Column (ours) 76.9 83.9 84.1 83.4 78.1 80.5 56.3 77.6

Pruning ratio (%) 40% 40% 30% 50% 20% 40% 90% 44.3%

Latency (𝑚𝑠) 1.03 1.03 1.06 1.04 1.10 1.12 0.79 1.02

Tensor tile (ours) 77.3 84.7 83.7 82.6 84.5 80.6 56.3 78.5

Pruning ratio (%) 40 % 40% 30% 60% 20% 50% 90% 47.1%

Latency (𝑚𝑠) 0.69 0.66 0.72 0.60 0.77 0.60 0.35 0.63

Attention-aware (ours) 78.4 85.1 83.6 82.6 84.3 81.2 56.3 78.8

Pruning ratio (%) 40% 40% 30% 90% 20% 90% 90% 57.1%

Latency (𝑚𝑠) 0.62 0.62 0.69 0.33 0.74 0.33 0.33 0.53

attention loads more data to reduce the latency of each inference

execution which determines the performance in this scenario.
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Figure 12: The achieved memory throughput of various steps in

self-attention by TensorRT. Note, steps 1 - 7 are the steps from Fig-

ure 3(a). 2 , a scaling operator, is not reported.

5.2.6 Memory throughput of TensorRT operators. Figure 12 shows

the achieved memory throughput of various steps in TensorRT.

The average achieved memory throughput is 98 GB/s, which is

only 8.6% of the peak memory bandwidth of V100S at 1,134 GB/s.

In contrast, our on-the-fly attention achieves significantly higher

memory throughput, i.e., 311 GB/s or 27.5% of the peak memory

bandwidth. Note, we report memory throughput for GEMM, soft-

max and masking operators because these operators are memory

bound operators. Particularly, according to [36], when arithmetic

intensity is lower than 138, the operator is memory bound. For

operators 1 - 7 , the highest arithmetic intensity is 128 of 1 .

5.3 Evaluation of Pruning Algorithm

We evaluate and compare 4 different pruning methods of BERT

and DistilBERT on GLUE benchmarks: (i) attention-aware pruning:

row pruned forWV on all encoder layers and tensor tile pruned
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for other weights; (ii) irregular pruning for all weights; (iii) column

pruning for all weights, and (iv) tensor tile pruning for all weights.

5.3.1 BERTBASE. Experimental results for BERT are shown in Ta-

ble 1. There are two baselines, i.e., one from [11] and one our

fine-tuned model. We retain 95% prediction accuracy/score on aver-

age on attention-aware pruning, tensor tile pruning, and irregular

pruning compared to the baseline model BERTBASE (ours). Our

irregular pruning achieves higher prediction accuracy/score [7]

while maintaining higher pruning ratio on average. On the WNLI

task, there is no accuracy loss even when the pruning ratio reaches

90% on our proposed and other pruning methods. On MNLI, STS-B,

MRPC tasks, the accuracy degradation of attention-aware pruning

is within 4.5%. Irregular pruning has a much higher latency (39.1×
on average) even with a higher pruning ratio) than attention-aware

pruning, with similar accuracy, therefore is not hardware-friendly.

Attention-aware pruning outperforms both column pruning and

tensor tile pruning. It has a 0.56% increase on the average score than

the column pruning while gaining a 24.9% more average pruning

ratio. It also has a 13.8% improvement in prune ratio than tensor tile

pruning, while achieving almost the same accuracy on average. E.T.

allows user-controlled pruning ratio and accuracy loss as shown in

Figure 14. Overall, there is a trade-off between pruning ratio and

accuracy. On average, 5% loss of accuracy is lower or similar to

current state-of-the-arts on BERT compression on GLUE bench-

mark [15, 41, 43, 58]. Our reported average model accuracy after

pruning (96%) is higher or the same compared with these works. For

instance, work [43] achieves the only 90% of full model accuracy.

In [41], the compressed models only retain 81.3%, 77.3%, 94.6% of

full model accuracy using different techniques. [58] achieves 89.8%,

and 93.6% of full model accuracy. [15, 58] retain 95.5% of full model

accuracy.

5.3.2 DistilBERT. Two baselines are also adopted for DistilBERT.

The first one is [48] and the other one is our fine-tuned model.

We retain around 94.5% prediction accuracy/score on average on

attention-aware pruning, tensor tile pruning, and irregular prun-

ing compared to the baseline model DistilBERT (ours). Same as

BERTBASE, there is no accuracy loss even when the pruning ratio

reaches 90% for all pruning methods on the WNLI task. On SST-2

and MRPC, our attention-aware pruning achieves a higher pruning

ratio than irregular pruning. Especially on MRPC, attention-aware

pruning has a higher pruning ratio (90% vs. 70%) under the same f1

score. The latency advantage is also significant (44.2× on average)

as shown in Table 1.

Attention-aware pruning outperforms both column pruning and

tensor tile pruning. It has a 1.5% increase on the average score

compared to column pruning, while the average pruning ratio is

22.5% higher. It also has a 17.5% higher average score than tensor

tile pruning. On MNLI, STS-B tasks, more than 95.7% of the original

score is retained for attention-aware pruning and we achieve a

94.4% average score compared to our fine-tuned baseline.

5.3.3 Impacts of pruning on turnaround time. In Table 1, attention-

aware pruning has lower latency among the four pruning methods

presented. In BERTBASE, attention-aware pruning has the maxi-

mum speedup over our other pruning methods in the dataset QNLI,

where the speedup over column pruning is 2.73× and 1.53× over

Figure 13: The masks of in_proj_weight of Transformer after ap-

plying 4 different pruning methods (a) Attention-aware pruning:

WV row pruning and others tensor tile pruning (b) Irregular prun-

ing (c) Column pruning and (d) Tensor tile pruning. The size of

in_proj_weight is 2,400×800, which is divided into three 800×800
matrices, WQ, WK, WV from top to bottom.

tensor tile pruning. We notice that attention-aware pruning can

further increase sparsity and allow self-attention to benefit from

sparsity as well. Therefore, attention-aware pruning has a better

performance compared to tensor tile pruning, and column pruning

when their sparsity is the same. For example, in dataset QNLI, our

column pruning, tensor-tile pruning and attention-aware pruning

all have a pruning ratio of 40% while attention-aware pruning has

1.59× speedup over column pruning and 1.15× speedup compared

to tensor tile pruning. It has an average speedup of 1.15× over

tensor tile pruning and 1.84× over column pruning. We observe

that attention-aware pruning has a similar performance advantage

in DistilBERT and Transformer as well. It has average speedup of

1.18× over tensor tile pruning and 1.98× over column pruning in

DistilBERT. Overall, attention-aware pruning achieves the best accu-

racy/score than other pruning methods. It has the best turnaround

time with the help of the utilization of sparsity in self-attention and

tensor tile pruning for other linear layers.

5.3.4 Transformer. For each pruning method, we set a group of

pruning ratios and report the corresponding prediction accuracy in

Figure 14(a). Overall, there is a very small accuracy loss when the

pruning ratio is below 85% for all pruningmethods. Attention-aware

pruning achieves similar accuracy compared to column pruning

and tensor tile pruning. Our experiments in Figure 14(b) show that

irregular is not hardware friendly since it leads to a higher latency

(19×) than other pruning methods, with similar accuracy. For better
visualization about how the weight matrix is pruned, Figure 13

shows an example of masks of in_proj_weight of Transformer under

the aforementioned 4 different pruning methods, with pruning ratio

of 50%, i.e., (i)WV row pruning and others tensor tile pruning; (ii)

irregular pruning; (iii) column pruning, and (iv) tensor tile pruning.

In Figure 14, attention-aware pruning has 1.19× speedup and

1.05× speedup compared to column pruning and tensor tile pruning
respectively on average. In summary, our approach can achieve

shorter turnaround time (maintaining tensor core friendly) for

transformer-based models while maintaining the high prediction

accuracy and high pruning ratio.
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Figure 14: Test accuracy and Latency of the pre-trained model and

different pruning ratios using Transformer.

6 RELATEDWORK

Recent years have seen a rise of interest in deep learning acceler-

ation in our community. Although a majority of the well-known

deep learning systems, such as TensorFlow [1] and PyTorch [42]

support inference, training is their major focus. For inference, there

exists a collection of specialized efforts, such as, TensorRT [40],

Clipper [10], BatchMaker [18], TVM [8], and TensorFlow XLA [19].

In this section, we describe the efforts that are closely related to this

work mainly from two aspects, that is, GPU-accelerated inference

and model compression for transformer models.

GPU-accelerated inference engine includes efforts on con-

volutional neural network [47], recurrent neural network [24],

and attention neural network [16, 21, 39, 40]. Among them, E.T.

is closely related to Guo et al. [21] and TurboTransformer [16]. (i)

Guo et al. [21] combines row/column pruning to accelerate matrix

multiplications for inference. However, their design requires in-

putting the dense matrix (after row/column pruning) and the prun-

ing mask instead of directly removing the pruned rows/columns.

Consequently, [21] cannot introduce pruned resultant matrix for

the follow-up computations. In contrast, E.T. revamps row/column

pruning, introduces a tensor tile pruning, and, most importantly,

attention-aware pruning designs. As shown in Table 1, with our

attention-aware pruning, E.T. achieves 1.6×, and 2× speedup over

column-based pruning (which is used in [21]). (ii) TurboTrans-

former [16] designs an inference system that improves the through-

put for various queries. TurboTransformer processes sequences of

different lengths via memory scheduling to avoid batch padding,

which is absent from some fixed-size inference engines like Ten-

sorRT [40]. [16] also implements optimized and fused CUDAkernels

for higher throughput. In comparison, E.T. focuses on the latency

of a single inference with novel architectures and pruning designs.

Therefore, E.T. could serve as the backend for TurboTransformer.

We also notice a recent effort [17] that aims to accelerate attention

computation. However, this work focuses upon sparse self-attention

while E.T. accelerates conventional self-attention.

Transformermodel pruning. Popular Transformer-based deep

learning models often face the large model size and high computa-

tional costs challenges which motivate the need for weight prun-

ing, and quantization [60]. Below, we focus on pruning. Irregular

pruning [20], which heuristically prunes the redundant weights on

arbitrary locations, often results in irregular, sparse weight matrices,

and causes extra memory storage. Structured pruning [29] was

proposed to structurally remove entire filters, channels, or filter

shapes from the weight matrix. By taking advantage of the regular

shapes of the pruned weight matrices, structured pruning avoids

introducing extra indices to indicate the pruned locations and be-

comes more hardware-friendly. However, due to the coarse pruning

granularity used in structured pruning, a considerable accuracy

drop is observed under a high pruning rate. To strike a better bal-

ance, other pruning methods, such as row/column pruning [21] and

hierarchical decomposition [17], focus on breaking the large matrix

into multiple smaller sub-matrices for parallel execution, which

maintains a regular pattern at the sub-matrix level for efficient

execution but allows for irregular, arbitrary pruning at the global

scale to maintain the high accuracy. Other techniques [48] such

as parameter-sharing [25] and distillation have also been explored.

While pruning is extensively explored by existing work, E.T. is the

first to introduce tensor core supported pruning algorithms for

transformer, as well as attention-aware pruning designs.

E.T. tensor tile pruning vs. existing pruningmethods.There

mainly exist four popular directions for pruning, e.g., magnitude-

based, low-rank decomposition, Neural Architecture Search (NAS)

and loss-based pruning. (i) Magnitude-based pruning, which is used

by early work [23], often results in irregular weight distribution

and is even difficult to be accelerated on current parallel architec-

tures as reported in [54]. Not to mention our tensor core hardware.

(ii) Low-rank decomposition [32] decomposed weights into smaller

matrices to reduce the number of parameters. We conduct experi-

ments using Singular Value Decomposition (SVD). On Transformer,

our study shows that the low-rank-based method has worse per-

formance than all the four methods in Figure 14(a). (iii) Loss-based

pruning, such as structured pruning [54], of uses group Lasso as the

relaxation of the hard constraint. Another loss-based pruning uses

dynamic regularization, for instance, Alternating Direction Method

of Multiplier (ADMM) to solve 𝑙0 constraint problem [61]. 2× and

4×more pruning ratios are achieved compared to magnitude-based

pruning and SVD-based pruning on AlexNet on ImageNet, respec-

tively [61]. However, the resultant sparse matrices are irregularly

distributed. And they are difficult to be accelerated on GPUs as

reported in Table 1. (iv) Neural architecture search (NAS)-based [27]

pruning replaces hand-crafted network architecture by an auto-

matic learning process to search/prune the best network. NAS is

orthogonal to our design as we could apply our attention-aware

pruning on a NAS pruned Transformer model.

Our attention-aware pruning is tailored for Transformer acceler-

ation on tensor cores. We extend reweighted optimization method,

which is a loss-based design, for each tile to achieve a high com-

pression rate under the same accuracy requirement than using

a fixed penalty parameter in the group Lasso method. The resul-

tant sparse matrices are highly compatible with tensor cores. More

specifically, tensor tile pruning not only orchestrates the tensor core

architecture for higher performance but also avoids both pre- and

post- processing overhead that is suffered by column pruning. Our

attention-aware pruning results in a pruned resultant matrix that

can further speed up step 6 in Figure 3(a) and 3(b) when deriving

output. Therefore, our pruned transformer-based models achieve a

high pruning ratio and superior performance over the mainstream

projects on various NLP tasks.
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7 DISCUSSION

E.T. on other hardware platforms. There are other emerging

hardware platforms that aim at accelerating machine learning infer-

ence. AMD introduces an accelerator similar to Tensor Core called

Matrix Core in the recent architecture [2]. Our hardware-friendly

pruning could work on various fixed-size hardware accelerators by

adjusting the pruning hyper-parameters.

On-the-fly attention is optimized for GPU but it has the potential

to extend to other hardware. The idea is to avoid accessing slow

memory and keep most of the operations on fast memory. For exam-

ple, configurable spatial accelerators, such as Field-Programmable

Gate Array (FPGA), are also equipped with fast on-chip Block RAM

(BRAM) [57]. In fact, FPGA might gain more benefits with on-

the-fly attention. Particularly, FPGA often equips larger on-chip

memory when compared to GPU, so the batched multiplication of

Q and K could fully reside on-chip to increase memory efficiency.

Besides, more flexible scheduling and pipeline configurations could

further reduce the breakdown among operators. The Softmax of a

row inQ·K could be decomposed into two stages: sum and element-

wise operation. With a coherent cache design of FPGA, the sum can

be fused with the previous multiplication while the element-wise

operation can be fused with the following S·V multiplication.

E.T. for training.As future work, we plan to integrate our novel

tailored self-attention operators to training. Particularly, first, on-

the-fly attention operator can directly substitute steps 2 - 6 of

Figure 3(a). And this replacement will not affect the backward prop-

agation of training. Second, pre-computed attention will slightly

change the workflow of training. That is, the new architecture will

not haveWV andWO matrices anymore. It will directly use a new

matrix, i.e., the ‖H
h=1W

T
V,h

· WT
O,h

matrix. By writing the compu-

tation in the new flow, the backward propagation phase will use

autograd to automatically update this new matrix as opposed to

prior ones, i.e.,WV andWO.

8 CONCLUSION

This paper introduces E.T. with three main contributions: (i) We

design a novel self-attention architecture with tailored on-the-fly

attention and pre-computed linear transformation operators, se-

quence length-aware optimization, and scaling operator reordering

designs. (ii) We revamp the existing pruning algorithm, as well as

introducing a tensor tile-based pruning algorithm for transformer

models. And E.T. goes further by introducing attention-aware prun-

ing. Not limited there, (iii) we implement three transformer models,

i.e., BERTBASE, DistilBERT, and Transformer on E.T. across a va-

riety of benchmarks to show the impacts of our optimizations on

accuracy and turnaround time. Taken together, E.T. outperforms

the state of the art efforts, e.g., TensorRT and FasterTransformer.
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Appendix: Artifact Description/Artifact Evaluation

SUMMARY OF THE EXPERIMENTS REPORTED

E.T. accelerates the inference of Transformer-family models by

introducing a novel self-attention architecture and an attention-

aware pruning design, which takes advantage of GPU hardware

and Transformer-specific optimization.

We ran the experiment on one V100S GPU and Intel(R) Xeon(R)

Gold 6244 @ 3.60GHz CPU. The training is conducted by the Py-

Torch library based on the pre-trained models. The evaluation of

turnaround time is implemented on CUDA C++. The source code is

compiled with NVCC 11.1. The prediction evaluation is conducted

on General Language Understanding Evaluation (GLUE) bench-

mark. Our inference baselines are the example code from Faster

Transformer (v3.1) and the BERT demo from TensorRT (v7.3). We

ran the baselines on our machine and followed the instruction

provided.

Author-Created or Modified Artifacts:

Persistent ID: https://github.com/cctry/SCpaper-2021 �
/tree/aedab163f44bff8dfad3745d4f57972cb7640cda↩→

Artifact name: E.T.

BASELINE EXPERIMENTAL SETUP, AND
MODIFICATIONS MADE FOR THE PAPER

Relevant hardware details: V100S GPU, Intel(R) Xeon(R) Gold

6244 @ 3.60GHz CPU

Operating systems and versions: Ubuntu 18.04

Compilers and versions: NVCC 11.1, GCC 7.5.0

Applications and versions: PyTorch 1.7.0

Libraries and versions: CUDA 11.1

Key algorithms: AdamW Optimizer, Self-attention Network

Input datasets and versions: Pre-trained models: HuggingFace’s

Transformers; Dataset: GLUE benchmark


