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Abstract—Link quality measurement (LQM), i.e. packet re- defined asflfp, wherep; andp, is the forward and reverse
ception ratio (PRR) measurement, is becoming an indispensable |ink PRR, respectively. Recent work in sensor networks [3]
component in multihop wireless networks. However, in all the suggests a link metrigxpected number of transmissions over

existing LQM mechanisms, a common fact is that a node’s . . . .
knowledge about the forward PRR from itself to its neighbor forward links (ETF), which only considers forward link PRR.

is informed by the neighbor. On the one hand, this receiver- State-of-the-art geographic routing protocols [4], [SHianost
dependent measurement provides accurate and timely updates opportunistic routing protocols [6]—[8] also rely on linkaity
on the link quality. On the other hand, it opens up a door for jnformation to make routing decision.

a malicious node to easily report a false measurement result - : .
to mislead the routing decision and degrade the system perfor- Providing accurate link quality measurement (LQM)

mance. In this paper, we analyze the security vulnerabilities in the 1S €ssential to ensure right operation of the above proto-
existing LQM mechanisms and propose an efficient broadcast- cols/schemes. Furthermore, LQM is also important to sup-
based secure LQM (SLQM) mechanism, which prevents the porting QoS guarantee in multihop wireless networks. hastl
mnaéic\i/(\)/gi rr\Z?ezi\éetrthsr:cLerﬁorst,it?gnatﬂigzgrﬂ?eR;stPgPtttge ?g“ég' accurate long-term statistics of link-quality informatids
?nechanism. ySimulation resyults sf?ow that even when tﬁerg are necessary.to diagnose a network to identify the source of
only 10% malicious nodes in the network, the average end-to- N€tWork failures, and reduce the management overhead.
end throughput can be degraded by 50% compared with the  The existing LQM mechanisms proposed in the literature
normally operated network, which demonstrates the importance [1], [3], [9] can be generally classified into three types:
of employing SLQM mechanisms. To the best of our knowledge, active  passive, and cooperative probings [9]. For brostdca
this is the first work addressing the SLQM problem in multihop based active probing [1], each node periodically broadcast
wireless networks. - v -
hello/probing packets, and its neighbors record the number
of received packets to calculate the PRRs from the node to
I. INTRODUCTION themselves. In passive probing [9], the real traffic gemerat
in the network is used as probing packets without introdycin
The promise of multihop wireless networks to solve chakxtra overhead. For cooperative probing [9], a node estisnat
lenging real-world problems continues to attract attenffom  the |ink quality from its neighbor to itself by overheariniget
both industry and academia in the past decade. Variousatrugtansmissions of its neighbor.
applications of multihop wireless networks include ememye  However, for any of the existing LQM mechanisms, the
response operations, military battle-field communicatlast-  jnnerent common fact is that a node’s knowledge about the
mile broadband internet access, animal habitat monit@M  forward PRR from itself to its neighbor is informed by the
tracking, etc. Typically, multihop wireless networks, BUBS npejghbor. Since multihop wireless networks are generally
sensor networks and mesh networks, are deployed in lagloyed in an ad hoc style or in untrusted environments,
and heterogeneous areas using open wireless media. In Sygfles may be compromised and act maliciously. This receiver
environment, wireless links are highly unreliable and Ugua gependent measurement opens up a door for malicious at-
experience significant quality fluctuations [1], [2] and§BBt tackers to report a false measurement result to disturb the
asymmetry [3]. routing decision for all the PRR-based protocols. For examp
The packet reception ratio (PRR) has been widely used asiarrig. 1, suppose A is the source and D is the destination,
indicator of the link reliability in multihop wireless nethks. znd the actual PRR is indicated above each link in Fig. 1(a).
It has been shown that routing performance is significantihe ETF-based shortest path routing would select the path
improved by considering the link PRR information. For examyq _, g _, D, since it has the lowest ETF path cost. However,
ple, expected transmission couf#TX) based routing achieves

much high_er th_rOUthUt than traditional minimumjhOp mgti. 1in this paper, we mainly focus on PRR measurement. Without figeeci
protocols in wireless mesh networks [1]. The link ETX ision, the link quality indicates PRR.



as:r(t) = %ﬁ;“’” wherecount(t — w,t) is the number
of probes received during the window, and w/7 is the
number of probes that should have been received. In the case
of two neighboring nodes! and B, this technique allowsA

to measure the PRR fro to A, and B to measure the PRR
from A to B. Each probe sent by a nodecontains the number

Fig. 1. A 4-node example. (a) The actual PRR on each link iscatdd, Of probing packets received by from each of its neighbors

a”‘f_ the E-Ir;g;i%af:egIL?rgtiRginstﬁleb(:ﬁet\nﬁ OF;Z:?#%ERBfroTn l/i- tg?g.:gge during the lastw seconds. This allows each neighbor4fto
tmhz,'ft'ﬁgsETF_based routing would Selegt the suboptimal gath ¢ — p.  calculate the forward link PRR tel whenever it receives a

probe fromA.

The security vulnerability in the broadcast-based active
if C is a malicious node, and reports to A that the PRRrobing is that a malicious node can easily report a false
from A to itself is 0.9 (indicated below the link in Fig. 1(p)) measurement result. For example, if noBeis an attacker,
then A would select pattd — C — D. In such a way, a it can bluff A into believing that the PRR froml to itself is
suboptimal path is selected between A and D, thus degradeBy claiming that it received/~ packets in the last probing
routing performance. More severely, C attracts all thefitraf window w.
from A, then with the control of the traffic, it can further ) ) )
maliciously drop or corrupt the packets. B. Unicast-based Passive Probing

To the best of our knowledge, none of the existing work Unicast-based passive probing [9] makes use of the real uni-
addresses security vulnerabilities in the existing LQOM meccast traffic as the “natural” probing packets without intwgr
anisms. As LQM is becoming an indispensable componegitra overhead. It is applicable when there is enough unicas
in multihop wireless networks, it is necessary to make thigaffic on a measured unidirectional link. It runs as follows
component work securely and provide actual PRR informatidar instance, suppose node A has enough traffic to node B.
for routing protocols and other applications. Then, A gets the information about the number of successful

In this paper, we analyze the security vulnerabilities ia tHransmissions{,) and the total number of transmissiom$; §
existing LQM mechanisms. We then propose a broadcafiem its MAC’s MIB (Management Information Base) for the
based secure LQM mechanism, which prevents the maliciduaffic. At the end of an update period, the PRR is derived as
attacker from reporting a higher PRR than the actual on%f, and is further smoothed by moving average [9].

This framework can be easily applied to unicast-based andFor unicast-based passive probing, it is hard but not impos-
cooperative LQM mechanisms. Simulation results show thgible for an attacker to cheat on the link quality. In 802.11
the average end-to-end throughput can be severely degraflél], the Distributed Coordination Function (DCF) defines
even when there is only a small portion of malicious nodes two access mechanisms for packet transmissions: basissacce
the network, which demonstrates the importance of emptpyimechanism, and RTS/CTS access mechanism. We analyze
SLQM mechanisms in multihop wireless networks. the security vulnerability of the unicast-based passiabing

The rest of this paper is organized as follows. Section Wnder these two access mechanisms as follows.
introduces the existing link quality measurement mectmasis In the basic access mechanism, a sender starts the transmis-
and point out their security pitfalls. We propose a broaticasion of a DATA frame after it senses the channel is idle for a
based secure LQM (SLQM) mechanism and analyze its se&hile. Upon successful decoding the whole DATA frame, the
rity strength and overhead in Section Ill. Simulation resulreceiver sends an ACK frame back to the sender, indicating

are presented in Section IV. Conclusions are drawn in Sectisuccessful reception of the DATA frame. In this case, even

V. when it can not decode the whole data frame, a receiver may
decode some parts of it [11]. So it is possible for a malicious

Il. EXISTING LINK QUALITY MEASUREMENT receiver to figure out the sender’s address and send back an
MECHANISMS AND VULNERABILITIES ACK to claim a correct reception even when it receives a

. , . , i corrupted data frame.
an-irsr::sSaerfgogng:wzaz:?hg?/reg\(lalssj\;itof ;[/:Tni):s;:ngeI;Qgﬂd.meCh The RTS/CTS access mechanism uses a four-way handshake
y y - A0y in order to reduce bandwidth loss due to the hidden terminal

to the type of probing packets, LQM can be classified Intpc))roblem. Different from the basic access mechanism, a sende

broadcast-b_ased and unlcast-pased probing. While based 0l send a RTS frame to the receiver before it sends out the
the generation source of prqblng packets, LQ.M can also geATA frame. Upon successful reception of the RTS frame
categorized into active, passive, and cooperative profihg the receiver then sends a CTS frame back to the sender. T,he

] . sender can start sending the DATA frame after the reception
A. Broadcast-based Active Probing of the CTS frame. As in the basic access mechanism, upon
For broadcast-based active probing [1], each node broadiccessful reception of the DATA frame, the receiver semds a
casts link probes of a fixed size, at an average petiod ACK frame back to the sender. In this case, by receiving the
(e.g. 1 second). Every node remembers the probes it receil®sS, a malicious receiver can figure out the sender’s address
during the lastw seconds (e.g. 10 seconds), allowing it t@0 even it receives a corrupted data frame, it can still claim
calculate the PRR from the measuring node at any timesuccessful reception by sending back an ACK.



In summary, although a sender estimates the link quality the following section. We will show that this broadcast-
based on its own MIB information in the unicast-based passitzased mechanism can be easily applied to unicast-based and
probing, this information is still dependent on the feedbacooperative SLQM mechanisms.

(ACK) from the receiver. A malicious receiver may still be

able to make use of the ACK to bluff the sender into believing ||| B ROADCAST-BASED SECUREL INK QUALITY
that there exists a high quality link from the sender to the MEASUREMENT
receiver.

In this section, we propose a broadcast-based secure LQM
mechanism, and then analyze its security strength and its
C. Cooperative Probing computation, storage, and communication overhead. In this
Cooperative probing [9] is used when there is not enoudt@Per, we assume that a malicious node always wants to report
unicast traffic from a measuring node to its neighbor, bathigher PRR than the actual measured one to disturb PRR-
to others. For example, a measuring nadehas two one- based routing protocols. We also assume that a unique pair-
hop neighbors B and C. A has no egress traffic t6, but Wise key has been established between each pair of neighbors
to B. The neighbor node) with no traffic to it from the The neighborhood pair-wise key establishment mechanisms
measuring node4) is called a “cooperative” node. Due to thehave been extensively studied in multihop wireless netaork
broadcast nature of wireless media, the natiean overhear Since [12].
the traffic from the measuring nodé to B. This traffic is
called cross traffic The ove_rhearing re_sult is_then used fop Broadcast-based SLQM Framework
the measuring node to derive the quality of lidkk— C. [9] )
assumes nod€ cannot receive duplicate frames from its MAC ASSume a node! hasN one-hop neighbord;, A, ..., Ay,
layer even in the promiscuous mode, the retransmitted pack@nd néeds to measure the link PRE) o each of its neighbors

are not used for measurements. So node A counts first-tiffe): Similar to [9], the measurement is done periodically.
successful transmissiong’() within the cross traffic. In the E@ch measurement period consists of three consecutiveghas

update period, a report of overheard resuis)(from C is probing, reporting, and updating phases, which are desstrib
sent toA, and then the PRR in this period is calculatedtas 33 follows.

To attack cooperative probing, similar to the unicast-Hase ProPing phaselin this phaseA broadcastsV, packets to

H th -
passive probing, a malicious “cooperative” node does netine'ts neighbors. The** packetr; embeds a random number.

to decode the whole data frame correctly. As long as it cAypde 4 keeps the broadcasted packets in its buffer within

figure out the sender's address and the status (0/1) of {pis measurement period. Receivér only stores the XOR-
“retry” bit in the data frame, it can increase its countcf. ed result R;) of all the correctly received packets, and the
corresponding indicator vectoV; defined in Eq. (1) that

indicates the index of the received packet. Note thatcan

D. Unicast-based Active Probing compute the XOR-ed result on the fly whenever it receives a
When there is no egressicross traffic, unicast-based actif/ Probing packet.

probing can be applied [9]. For example, if nodehas no 1, A, received thej'" packet correctly

traffic to B or C, A initiates a unicast-based active probing 0, otherwise

on link A — B by generating unicast probing packets. Then,
the link quality from A to B is measured in the same waywhere V;(j) is the 5" bit from the higher (left) end of the
as passive probing. At the same time, the quality of linkectorV;.
A — C can be measured by cooperative probing. In this way, Reporting phaseWhen the probing phase is ended, each
unicast-based active probing acts similarly as the braaecaneighbor A; sends A a report Rep; := {H;,V;}, where
based active probing, with difference being in that in usica H; = hi,(R;) is a keyed hash oR; with the pairwise key
based probing the receiver needs to send back an ACK to figshared betweenl and A;. The hash function can be any
sender when it receives the data frame correctly and theesenef the existing cryptographic hash functions, such as MD5.
will retransmit data frames when no ACK has been received.Updating phase On receiving A;’'s report, A figures out
While in broadcast-based active probing, no node needshmw many and which packets; received in the probing phase
send ACK. by examining the number and positions of bit ‘1’s in vecior
For unicast-based active probing, the security vulneitasil Since A keeps all the packets that it broadcasted, it computes
in measuring the link quality from the measuring node (e.dk; by doing XOR of the packets that; claims it received.
A) to the intended receiver (e.g?) and to the “cooperative” A then computesd; = hy,(R;). If H, = H;, A accepts this
node (e.g.C) are the same as those in unicast-based passiegort; otherwise, it rejects the report. Suppdseounts there
probing and “cooperative” probing, respectively. are N, bit ‘1's in V;, after A accepts the report calculates
To sum up, all the existing LQM mechanisms can ndhe PRRp; = ]]VV in this measurement period. A moving
prevent a receiver cheating on the PRR. The inherent fasterage method is further used to smooth the measured.result
is that the receiver can claim a correct data frame receptiDenote the measured result in th# measurement period as
without showing any evidence. To fix this vulnerability, wep;[k], the smoothed PRRj;[k], at the end of the:!" period
propose a broadcast-based secure LQM (SLQM) mechanistalculated as
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probing packets in some measurement period, it can notyrepla
this report in the following measurement period. Furtheneno

if A, replaysA;’'s report, this report can not pass the verifi-
cation by A, becaused usesK; instead of/C; to verify A;’s
report.

C. Computation, Storage and Communication Overhead

Computation overheadOn the sender sided needs to
generate a random number sequence. According to its compu-

Hi, Vi ' tation and storage capability} can generate a large random
For =1 to Vi Reporing phase number sequence to be used for several measurement periods,
If Vi(j)==1 and refresh this sequence when it is used up. Any of the

CH+;

s existing efficient pseudorandom number generators, such as
Hi=h (r, 0..0r,) linear congruential generator [13], can serve this purpdse
T ot do verification,A only needs to do XOR and hash operations,
e'S;e]_ect which are computationally efficient. On the receiver side, t

create the report digest, each neighbor only needs to doha has

computation.

Storage overheadOn the sender sidel only needs to store
the generated random numbers. Suppose the length of each
random number if.,. bytes, the probing packet broadcast rate
is B packet/second, and the probing phas® iseconds. Then
pilk] = (1 — @)p;[k — 1] + ap;[k] (2) in ameasurement period, needsS = L,.- B- P bytes storage

. . . space. For example, £, = 16, B =1, andP = 10, S =

wherea is a smoothing constant in the range of (0,1). 160bytes, which is supportable even on sensor nodes.

F|gurg 2 s_hows an example of t_he broadcast—pased SLQ.Nbommunication overheadThe communication overhead
mechanism in a measurement period. Suppose in the pmbﬂﬂgour SLQM mechanism is comparable to any existing

phase, A Eroadcaksts 5 probigg p?Ckitsl'("’r5)'_ andhAi broadcast-based probing mechanism, such as that in [1]. As
receives the packets,, rs, andrs. In the reporting phase, y,o ooning packet broadcast rate is usually low, &g= 1,

A; calculatesH; = hi,(r1 & r3 @ rs5), then sendsH; and SLOM i . .
L v i T introduces very light local traffic into the network.
a 5-bit vectorV; = 10101 back to A. When A receives the Q ylg

H; and Vj, it examinesV; and gets the indicesu(, ..., u.)

of the packets4; claims it has received, then calculate®. Applicability

H; = hashi,(ry, ® ... ®ry,). If H; = H], A acceptsA;’s As discussed above, our SLQM mechanism has very low
report; otherwise, rejects it. computation, storage and communication overhead, so it's
applicable to resource-constraint networks, such as egisel
sensor networks, as well as more powerful networks, such

. as wireless mesh networks. Basically, broadcast-basedviSL
We now analyze the security strength of our broadcast-based Y Q

" . ) : .. can be implemented at application, network or MAC layer.
SLQM mechanism. This mechanism achieves the security g 6:1{: SLQM framework can also be easily applied to unicast-

that prevents a malicious attacker fro_m rep_o_rting a high%[’;lsed and cooperative LQM with a slight modification such
Zﬁ?wgzand;:fu:;gfl one. We assurgeis malicious in the that we embed a random number in each unicast packet
wing , " . . (including retransmitted packets at MAC layer). For unicas
First, it's _computatlonally |mp_055|ble fod; to guess the based SLQM, we can ask receiver to attach a hash value of
packets which it does not receive, even whén overhears the received packet in the corresponding ACK. For coopgrati

i(:tr:eeg esi Vr:Sport. For exari??ul:’eéjg iljgg:za%éflg ;V:;‘rt]svt;lﬂza'_m probing, the cooperative receiver does the same thing as the
71,73, 74,75, _ broadcast-based SLQM.

hic,(r1 ®rs @ rq @ r5). Since it has no idea what, is, the
only thing it can do is to make a guess en However, it's
hard to make a correct guess according to the weak collision
resistance property of the hash function that gives (r, & In this section, we simulate ETF-based shortest path rgutin
r3@rye®drs), it's hard to find ay = 4 @rg@r;@m such that [3] in a sensor network scenario to demonstrate the perfor-
hi;(z) = hk,(y). Even A; overhearsd,’s report indicating mance degradation of PRR-based routing when some nodes
that A; receivesry, A; still can not get any information aboutintend to report a false PRR. The simulations are implentente
r4 because of the one-way property of the hash function. within the GloMoSim simulator [14]. The simulated network
Second, our mechanism prevents from replaying its has 196 stationary nodes randomly uniformly distributed in
own or other neighbor's report. According to the randomnessd x d m? square region. We varyl as 330, 250, 210,
embedded in each probing packet, evénreceives all the and 180 to examine the routing performance under different

Fig. 2. Probing and reporting phases of secure link qualitasuement
betweenA and A; in a measurement period

B. Security Strength

IV. PERFORMANCEDEMONSTRATION



9000

abilities in them. A common inherent fact in all the existing

sooal * * b LQM mechanisms are receiver-dependent measuring, that is,
a node’s knowledge about the forward PRR from itself to its
7000 ' ] neighbors is informed by its neighbors. We then proposed

a broadcast-based secure LQM mechanism that prevents a
ey v 0.1 neighboring node from maliciously claiming a higher measur
soool —— ETF-LOM-P,=0.3 ment result. Our mechanism has very low computation, stor-

age, and communication overhead, thus can be implemented

‘°°°\\/ in resource-constrained sensor networks as well as mesh net
4 works. Our SLQM mechanism can be easily applied to unicast-

*%’ based and cooperative LQM with slight modifications. The
- + simulation results demonstrated the importance of emptpyi

Average number of neighbors per node SLQM mechanisms in multihop wireless networks. As for the
future work, we are interested in defending more sophisttca

attacks such as collusion among multiple neighbors.

6000 ——ETF-SLQM
—o—ETF-LQM-Py,

End-to—end throughput (bps)

2000°
5

Fig. 3. Average end-to-end throughput under different ndeesities and
malicious node portions.
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