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Abstract—In this paper, we study the distributed spectrum sensing in cognitive radio networks. Existing distributed consensus-based

fusion algorithms only ensure equal gain combining of local measurements, whose performance may be incomparable to various

centralized soft combining schemes. Motivated by this fact, we consider practical channel conditions and link failures, and develop new

weighted soft measurement combining without a centralized fusion center. Following the measurement by its energy detector, each

secondary user exchanges its own measurement statistics with its local one-hop neighbors, and chooses the information exchanging

rate according to the measurement channel condition, e.g., the signal-to-noise ratio (SNR). We rigorously prove the convergence of the

new consensus algorithm, and show all secondary users hold the same global decision statistics from the weighted soft measurement

combining throughout the network. We also provide distributed optimal weight design under uncorrelated measurement channels. The

convergence rate of the consensus iteration is given under the assumption that each communication link has an independent

probability to fail, and the upper bound of the iteration number of the �-convergence is explicitly given as a function of system

parameters. Simulation results show significant improvement of the sensing performance compared to existing consensus-based

approaches, and the performance of the distributed weighted design is comparable to the centralized weighted combining scheme.

Index Terms—Cooperative spectrum sensing, weighted average consensus, cognitive radio networks

Ç

1 INTRODUCTION

COGNITIVE radio (CR) [1] aims to improve the spectrum
utilization by allowing unlicensed secondary user (SU)

to operate in the ‘white spaces’ of the licensed spectrum
bands without interfering the licensed primary user (PU).
Revealing a future communication paradigm with dramati-
cally enhanced spectrum efficiency, cognitive radio network
is also referred as the neXt Generation (XG) or dynamic
spectrum access (DSA) network [2].

One of the fundamental techniques in cognitive radio is
spectrum sensing, which enables the secondary users to
detect the presence of a primary user in the spectrum, see
[3], [4] and the references therein. The main challenge of
spectrum sensing is the receiver uncertainty problem [1]
such as practical multipath fading and shadowing, which
compromise the detecting performance significantly. Recent
research progress shows cooperative spectrum sensing [5]

is a promising methodology to improve the spectrum sens-
ing performance under shadowing, fading and time-vary-
ing wireless channels.

Cooperative spectrum sensing scheme enhances the
sensing performance by exploiting the observation diversity
of networked and spatially located SUs [5]. Among all the
cooperative spectrum sensing methods, centralized cooper-
ative sensing [6] lets all SUs report their measurement infor-
mation to a centralized fusion center, then a global decision
is made at the fusion center. Centralized cooperation
requires the entire received data be gathered at one place
which may be difficult due to communication constraints
[7]. Relay-assisted cooperative sensing [5], [8] is a multi-hop
cooperation scheme which makes use of the strong sensing
channels and strong reporting channels among the SU net-
work in order to improve the overall performance. The
multi-hop communication of the relay-assisted sensing may
result in extra power cost and the degradation of sensing
data quality through the multi-hop communication paths,
since they rely on the sensing channel and report channel
which are not perfect [5]. Very recently, bio-inspired con-
sensus scheme is introduced to spectrum sensing in [9], [10]
for distributed measurement fusion and soft combining.
The consensus-based cooperation features self-organizable
and scalable network structure and only needs one-hop
communication among local neighbors. However, the exist-
ing consensus-based spectrum sensing only ensures equal
gain combining (EGC) fusion, which takes the average of
each SU’s measurements for global decision and neglects
the locational measurement quality variations of SU net-
work. Therefore, the existing average consensus-based spec-
trum sensing scheme is incomparable with centralized
methods which can achieve weighted gain combining
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(WGC) fusion and use the weighted average of each SU’s
measurements according to the measurement quality.

In this paper, we propose a distributed cooperative spec-
trum sensing scheme based on weighted average consensus
algorithm. We adopt weighted average consensus algorithm
for measurement fusion of the distributed cooperative spec-
trum sensing. Weighted average consensus-based fusion
allows each SU to choose a weight according to the mea-
surement condition, and the global fused statistic is a soft
weighted combining reflecting the measurement quality
without centralized fusion center. Compared to the existing
average consensus based approaches [9], [10], the proposed
method offers better detection performance, and achieves
comparable performance with the centralized weighted
combining method [11], [12]. With rigorous theoretic proof,
the proposed method is robust with respect to dynamic
communication channel conditions. The weighted average
consensus based spectrum sensing provides a generic dis-
tributed weighted combining and applies to both additive
white Gaussian noise (AWGN) channels and Rayleigh Fad-
ing channels.

The main contribution of this paper has two folds. First,
we provide formal convergence analysis of the weighted
average consensus under fixed and dynamic communica-
tion channels, which advances the theoretical development
of consensus algorithms and encompasses average consen-
sus as a special case. In particular, we rigorously prove that
temporary communication link failures do not affect the
convergence of the weighted average consensus under the
jointly connected condition. Second, we apply weighted
consensus-based distributed weighted soft combining
method in cooperative spectrum sensing. Based on prelimi-
nary results presented in our early conference paper [13],
we provide a formal treatment of the distributed sensing
algorithm in this paper. We obtain closed-form optimal
weight design in the distributed weighted combining
scheme for the generic additive Gaussian channel approxi-
mation, and estimate the convergence rate of the consensus
iteration under the assumption that each communication
link has an independent probability to fail. We characterize
the upper bound of the iteration number of the
�-convergence, which indicates all SUs are � close to the final
convergence value in the probability sense. Simulation
results show significant improvement of the sensing perfor-
mance compared to existing consensus-based approaches,
and the performance of the distributed weighted design is
comparable to centralized weight combining schemes.

We organize the rest of this paper as follows: Section 2
illustrates the energy detector model. Section 3 presents the
main results on weighted average consensus-based spec-
trum sensing, including the algorithm design and distrib-
uted weight design. Section 4 presents theorems on the
convergence of the proposed weighted average consensus
algorithm under fixed and dynamic communication chan-
nels, which provide the theoretic foundation of the pro-
posed method. Section 5 discusses simulation results and
make comparison with existing approaches. We conclude
this study in Section 6.

In the supplementary file, which can be found on
the Computer Society Digital Library at http://
doi.ieeecomputersociety.org/10.1109/TPDS.2014.2307951,

Section 1 offers related literature review on cooperative
spectrum sensing and consensus algorithms. Section 2
presents related notations and models of the consensus-
based graph theory. Section 3 offers further analysis of
the proposed spectrum sensing scheme including detec-
tion threshold settings and fusion convergence in terms
of detection performance. Section 4 presents the proofs
for the convergence of the proposed consensus algo-
rithm, and discusses the convergence of the proposed
algorithm under random link failure network models.
Section 5 shows additional simulation results.

2 TWO STAGE SENSING AND ENERGY DETECTION

Consensus-based cooperative spectrum sensing adopts a
two stage detection scheme: sensing and fusion. For each
detection time slot, in the sensing stage, each SU makes
measurement of the PU signal using energy detectors. In
the fusion stage, each SU communicates with its neighbors
using the consensus algorithm to fuse the measurement
until convergence. After the fusion convergence, each SU
holds the global combined statistic and makes the decision
with a global point of view. In this section, we introduce the
fundamentals of energy detector and existing centralized
weighted combining model of SU networks using energy
detection.

2.1 Sensing and Measurement Stage

In the sensing stage, we adopt the energy detector [14]
because it requires lower design complexity and no priori
knowledge of primary users. For the ith SU, the received
signal yiðtÞ is modeled as

yiðtÞ ¼ niðtÞ; H0

hisiðtÞ þ niðtÞ; H1;

�
(1)

where H0 represents the hypothesis without PU’s signal,
andH1 represents the hypothesis with PU’s signal. In H1, hi

represents gain of the channel, siðtÞ is the signal from PU,
niðtÞ is the additive white Gaussian noise, i.e., niðtÞ �
N ð0; s2

i Þ. We call niðtÞ the sensing noises and collect their
variances into a vector s ¼ ½s2

1; s
2
2; . . . ; s

2
n�T : Without loss of

generality, sðtÞ and fniðtÞg are assumed to be independent
of each other.

According to [15], each secondary user calculates a sum-
mary statistic Yi over a detection interval of m samples, i.e.,
Yi ¼

Pm�1
t¼0 jyiðtÞj2 i 2 I where m is determined from the

time-bandwidth product TW .
Under AWGNmeasurement channels, the test statistic of

the ith SU using energy detection is given by Yi. Since Yi is
the sum of the squares of m Gaussian random variables, it
can be shown that Yi=s

2
i follows a central chi-square x2 dis-

tribution withm degrees of freedom ifH1 is true; otherwise,
it would follow a non-central x2 distribution withm degrees
of freedom and parameter hi. That is,

Yi

s2
i

¼ x2
m; H0

x2
mðhiÞ; H1;

�
(2)

where hi ¼ Esjhi j2
s2
i

is the local SNR at the ith SU and the
quantity
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Es ¼
Xm�1

t¼0

jsðtÞj2 (3)

represents the transmitted signal energy over a sequence
of m samples during each detection interval. Note that
the so-defined local SNR is m times the average SNR at
the output of the energy detector, which should be equal
to Esjhij2=ms2

i . For convenience, we put all hi into the
following vector h ¼ ½h1; h2; . . . ; hn�T : According to the
central limit theorem, if the number of samples m is
large enough (e.g.,�10 in practice), the test statistics Yi

are asymptotically normally distributed with the mean
value

EðYiÞ ¼ ms2
i H0

ðmþ hiÞs2
i H1

�
(4)

and the variance

VarðYiÞ ¼ 2ms4
i H0

2ðmþ 2hiÞs4
i H1:

�
(5)

Gaussian distribution approximation will facilitate the opti-
mal weights design of the soft weighted combining.

Remark 1. After the first stage of sensing and measurement,
each SU enters the second stage of fusion. The fusion is
based on the measurement data collected in the sensing
stage. We further make the assumption that the channel
condition will not change during the data fusion stage.
This is not a strong assumption as in the later sections,
we will show that our proposed consensus-based fusion
algorithm converges very fast.

Due to space limitation, we present preliminaries on
graph theory and related notations for consensus-based
algorithm in Section 2 of the supplementary file, available
online.

2.2 Centralized Weighted Combining

Centralized cooperative spectrum sensing combines the
measurements of the SUs at a fusion center as [11], [12]

Yg ¼
Xn
i¼1

viYi ¼ vTY; (6)

where v ¼ ½v1;v2; . . . ;vn�T ;vi � 0 is the weighting ratio,
Y ¼ ½Y1; Y2; . . . ; Yn�T is the measurement of the CR
network.

Assume the reporting channel is noise free and all fYig
are assumed to be normal random variables, Yg is also nor-
mally distributed and has mean

Y g ¼ EYg ¼ msTv H0

ðms þ EsgÞTv H1;

�
(7)

where

s ¼ �
s2
1; s

2
2; . . . ; s

2
n

�T
;

g ¼ �jh1j2; jh2j2; . . . ; jh3j2
�T
;

(8)

and the variances under different hypotheses are respec-
tively given by

VarðYg j HlÞ ¼ EðYg � Y gÞ2

¼ vTE
�
Y � Y Hk

��
Y � Y Hk

�T j Hk

h i
v;

(9)

where Y ¼ EY and l 2 f0; 1g, specifically, we have

VarðYg j HlÞ ¼ vTSH0
v under H0

vTSH1
v under H1;

�
(10)

where

SH0
¼ 2mdiag2ðsÞ; (11)

SH1
¼ 2mdiag2ðsÞ þ 4diagðhÞdiag2ðsÞ: (12)

With a test threshold �, we have Yg R
H1

H0
� and, the perfor-

mance of the proposed cooperative spectrum detection
scheme can be evaluated using false alarm rate Pf and
detection rate Pd, as

Pf ¼ Q
��NsTvffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vTSH0

v
p

" #
(13)

and

Pd ¼ Q
Q�1ðPfÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vTSH0

v
p � Esg

Tvffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vTSH1

v
p

" #
: (14)

Given a fixed false alarm Pf , maximizing Pd in Eq. (14) will
yield the optimal weights v, see [12], where an optimal solu-
tion based on modified deflection coefficient are discussed
on centralized soft combining.

3 SPECTRUM SENSING USING WEIGHTED

AVERAGE CONSENSUS

In this section, we present our new consensus-based dis-
tributed scheme to achieve the weighted measurement
combining through local interactions among SUs, instead
of processing the measurements in a centralized fusion
center.

3.1 Measurement Fusion and Detection Using
Weighted Average Consensus

This section introducing weighted average consensus
algorithm for the distributed fusion. After the sensing
stage, each SU obtains the measurement Yi as the PU’s
signal energy. For simplicity, we denote the ith agent’s
measurement as

xið0Þ ¼ Yi; i 2 I ; (15)

where xið0Þ is the initial statistic before the fusion at the iter-
ation k ¼ 0. The proposed weighted average consensus-
based combining scheme is

xiðkþ 1Þ ¼ xiðkÞ þ a

di

X
j2NiðkÞ

ðxjðkÞ � xiðkÞÞ; (16)

where di � 1 is the weighting ratio according to the chan-
nel condition of the ith agent, a is the iteration step size
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satisfying 0 < a < 1
dmax

, where dmax is the maximum node
degree defined in Eq. (2) of the supplementary file, avail-
able online, NiðkÞ denotes neighboring node of the ith SU
at time step k.

In our approach, each SU keeps sensing and takes mea-
surement based on received signal strength, and simulta-
neously collects sensing information from its connecting
neighbor SUs. It then updates its sensing value iteratively
using its own and connecting neighborsa sensing data. As
time elapses, the sensing information diffuses through the
network, and eventually each SU obtains a consensused
value which is the weighted average of the measurements
from contributing SUs.

If the SU network communication topologies are jointly
connected, all the SUs’ decision statistics will reach consen-
sus. The final convergence value is:

xiðkÞ ! x� ¼
Pn

i¼1 dixið0ÞPn
j¼1 di

as k ! 1; 8i 2 I : (17)

By comparing the decision value x� with a pre-defined
threshold �, every SU locally obtains the global decision as:

Decision H ¼ H1; x� > �
H0; otherwise:

�
(18)

Remark 2. For general detection scenarios, the detection
threshold � needs to be pre-calibrated offline using
Monte Carlo method. For special case such as AWGN
measurement channels, � can be calculated by each
SU in a distributed way. Please refer to Section 3.2 of
the supplementary file, available online, for detailed
analysis.

Remark 3. Compared to the centralized soft combining
Yg ¼

Pn
i¼1 viYi discussed in (6), the distributed consen-

sus iteration (16) achieves an equivalent combining as

vi ¼ diPN
i¼1 di

: (19)

The final decision statistic x� equals the global combin-
ing Yg after the convergence. In the consensus scenario,
every SU holds a weighted global decision consensus
only through local information exchange without cen-
tralized fusion center, which is the major advantage
over the centralized combining approach. Meanwhile,
the existing average consensus-based combining
approach [10], [16], [17] is a special case in our pro-
posed algorithm when di ¼ 1; 8i 2 I , the measurement
quality difference among SU’s are neglected.

Remark 4. From the distributed fusion law (16), each SU
only needs to know it’s own measurement channel con-
dition and the neighbors to communicate with. The SUs
do not need to know the network structure and the num-
ber of SUs in the network to run the fusion algorithm,
and the final combined value (17) only depends on the
weight di set by each SU according to its own measure-
ment quality. In Section 4, we will show the convergence
condition is jointly connected SU network structure

which is usually satisfied for most SU networks with ran-
dom link failures.

Remark 5. An important feature of the algorithm (16) is
the choice of the weighting factor di. If the ith SU has
better measurement channel condition, it sets a larger
di, which makes the iteration (16) rely less on the local
information exchange. On the contrary, an SU with
poor measurement channel sets a smaller di and relies
more on the information from the network in order to
improve the overall performance. Therefore, the statis-
tics value across the whole SU network will be domi-
nated by the SUs with better measurements. In the
following Sections 3.2 and 3.3, we provide two differ-
ent schemes to set the weight di according to different
measurement channel conditions, namely, the AWGN
channel and Rayleigh fading channel, respectively.

3.2 Distributed Optimal Weight Design under AWGN
Measurement Channel

In this section, we describe the distributed optimal weight
design based on the proposed weighted average consensus
algorithm under AWGN measurement channels. First, we
consider the combined global statistic in Eq. (6) and obtain
the optimized centralized weights voi. Using Eq. (19), we
obtain the distributed optimal weights doi from voi.

Given a false alarm constraint Pf , the optimal weights
can be obtained by maximizing Pd. Generally speaking, the
closed form solution does not exist for maximizing Pd in
Eq. (14). To give an optimal weights design, we maximizes
the deflection coefficient [18] to obtain the centralized near
optimal solution as

voi ¼
hi
s2
iPn

i¼1
hi
s2
i

; (20)

where voi denotes the optimal value of vi, hi is the local
SNR defined in Eq. (2.1) and s2

i is the variance of the
Gaussian noise in the measurement channel. Comparing
Eqs. (19) and (20), we obtain the distributed weights as

doi ¼ hi
s2
i

: (21)

Remark 6. Because the weighted average consensus ensures
the linear combining, the uniform weights should be in a
linear form as in Eq. (20). All the doi need to be scaled or
saturated to be larger than 1 without affecting the conver-
gence of the consensus iteration under i.i.d. AWGN
channel.

To show the optimality of the weight in Eq. (21), we
define the deflection coefficient based on the cooperative
spectrum sensing settings, as

d2ðvÞ ¼ EðYg j H1Þ � EðYg j H0Þ
� �2

VarðYg j H0Þ ¼ ðEsg
TvÞ2

vTSH0
v

; (22)

where EðYgÞ and VarðYgÞ under the hypothesis H0 and
H1 are defined in (7) and (9), respectively. Rewriting
Eq. (14) as
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Pd ¼ Q

Q�1ðPfÞ � Esg
Tvffiffiffiffiffiffiffiffiffiffiffiffiffiffi

vTSH0
v

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vTSH1

v

vTSH0
v

r
2
664

3
775

¼ Q

Q�1ðPfÞ � Esg
Tvffiffiffiffiffiffiffiffiffiffiffiffiffiffi

vTSH0
v

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4vT diagðhÞdiag2ðsÞv

vTSH0
v

r
2
664

3
775;

(23)

where Qð�Þ denotes the complementary cumulative distri-

bution function. From Eq. (23), we can see that in low SNR

channel condition when 4vT diagðhÞdiag2ðsÞv
vTSH0

v
	 1, maximizing

ðEsg
TvÞ2

vTSH0
v
will yield a near optimal weights design. We formu-

late the problem as,

max
v

d2ðvÞ; st.
XN
i¼1

vi ¼ 1; vi > 0; 8i 2 I : (24)

Solving (24), we can obtain optimal distributed solution

using Eq. (19).
Substituting v0 ¼ S

1=2
H0

v into (22) yields

d2ðvÞ ¼ E2
sv

0TS�T=2
H0

ggTS
�1=2
H0

v0

v0Tv0 : (25)

From Eqn. (22), we know d2ðvÞ is non-negative. If we

denote the maximum eigenvalue of matrix S
�T=2
H0

ggTS
�1=2
H0

as �max, we can see from (25) that d2ðvÞ reaches its maxi-

mum when v0 equals the eigenvector associated with

�max. Meanwhile, the matrix S
�T=2
H0

ggTS
�1=2
H0

is a rank one

matrix having the nonzero eigenvalue �max ¼ kS�T=2
H0

gk22,
and the associated eigenvector S

�T=2
H0

g. Let v0 ¼ S
�T=2
H0

g;

d2ðvÞ will achieve the maximum value E2
skS�T=2

H0
gk22.

Therefore, the uniformed optimal weight is

vo ¼
S
�1=2
H0

v0

1TS
�1=2
H0

v0
¼ S

�1
H0
g

1TS
�1
H0
g
: (26)

Because SH0
defined in Eq.(11) is a diagonal matrix, we have

voi ¼
jhij2
2ms4

iPn
i¼1

jhij2
2ms4

i

¼
hi
s2
iPn

i¼1
hi
s2
i

: (27)

Using Eq. (19), we can choose doi ¼ hi
s2
i

as a distributed opti-

mal design. Thus, the final consensus value is the near opti-

mal soft weighted combining.

3.3 Heuristic Weight Design under Rayleigh Fading
Channel

We considered optimal weight design under AWGN chan-
nel in the last section. Under different channel conditions,
we shall consider different schemes for choosing the
weighting parameter di. In this section, we discuss the

weight design under Rayleigh fading channels, which was
first presented in our conference paper [13].

Following [14], [19], under Rayleigh fading, the channel
gain h is random and the resulting SNR g follows an expo-
nential distribution. The output Y of each energy detector
has the following distributions under hypothesis:

Y � x2
2TW ; H0

x2
2TW�2 þ Ye; H1;

�
(28)

where x2
2TW and x2

2TW�2 denote random quantities under
central chi-square distributions with mean 2TW and
2TW � 2, respectively. Ye has an exponential distribution
with parameter 2ðg þ 1Þ, g represents the average SNR of
the fading channel. The hypothesis H0 and H1 denote the
absence and presence of the primary user, respectively. TW
is the preset time-bandwidth product of the energy detector
which can be set to any integer, we denote TW ¼ m for
simplicity.

General closed-form of optimal weight design under
Rayleigh fading channel does not exist. We could simply
adopt the weights from estimated average channel SNR.
From the H1 in (28), each SU could estimate the average
SNR from recent measurements as gi ¼ 1

2l

Pk
j¼k�lðYi;j � 2mÞ;

where Yi;j is the jth measurement of the ith secondary user,
l is the estimation window. Setting the weight di in Eq. (16)
as

di ¼ gi; 8i 2 I ; (29)

where gi is the estimated average SNR, The final consensus

value will be xiðkÞ ! x� ¼
Pn

i¼1
gixið0ÞPn

i¼1
gi

[13].

Remark 7. From Eq. (19), the centralized heuristic weight
design is given as vi ¼ giPn

i¼1
gi
;which is reported in [20].

4 CONVERGENCE ANALYSIS OF THE WEIGHTED

AVERAGE CONSENSUS ALGORITHMS

In this section, we rigorously prove the convergence of the
consensus-based combining algorithm in Eq. (16) under
fixed and dynamic communication channel conditions. We
further characterize the convergence rate assuming each
communication link has a failure probability.

4.1 Fixed Communication Channel

Analyzing the convergence of the algorithm (16) under
fixed communication channels will bring basic understand-
ing of the weighted consensus algorithm and help the anal-
ysis of the algorithm under dynamic communication
channels. For convenience, we re-write the algorithm (16) in
the following compact form:

xðkþ 1Þ ¼ WxðkÞ; (30)

where x ¼ ½x1; . . . ; xn�T , andW is defined as

W ¼ I � aD�1L; (31)

where D ¼ diagfd1; . . . ; dng, L 2 Rn
n is the Laplacian matrix
defined in Eq. (10). The stepsize a satisfies
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0 < a <
1

dmax
; i 2 I : (32)

The convergence of Eq. (30) depends on the convergence of
the infinite matrix product

lim
k!1

Wk ¼ 1dT

dT1
; (33)

where

d ¼ ½d1; d2; . . . ; dn�T ; (34)

and dT is the left eigenvector ofW associated with the eigen-
value 1. We have the following theorem.

Theorem 1. For the iteration process (16), if the stepsize a satis-
fies maximum node degree constraint (32), and the elements of
matrix D ¼ diagfd1; . . . ; dng satisfy di � 1; 8i 2 I , and the
communication graph is fixed, then the iteration exponentially

converges to limk!1Wkxð0Þ ¼
Pn

i¼1
dixið0ÞPn

i¼1
di

1: That is,

x� ¼ lim
k!1

xðkÞ ¼
Pn

i¼1 dixið0ÞPn
i¼1 di

: (35)

Proof. According to Lemma 1 in Section 2.1 of the supple-
mentary file, available online, the Perron matrix W
defined in (31) is a primitive matrix [21]. The conver-
gence of (33) and (35) concludes from the famous Perron
Frobenius Theorem [21]. tu

Remark 8. Setting weights di in the consensus algorithm
makes the information flow rate imbalance between any
pair of SU nodes. For any pair of neighboring SUs ðvi; vjÞ,
the ith SU has the stepsize �

di
, while the jth SU has the

stepsize �
dj
. This makes the network matrix, Laplacian

matrix and Perron matrix, asymmetric, and the final con-
vergence value deviates from the average consensus. Set-
ting di � 1; 8i 2 I is a sufficient condition to ensure
convergence of the consensus algorithm.

Remark 9. Setting D ¼ I, all the weight di ¼ 1; 8i, we have
W as a symmetric matrix with real eigen spectrum and
eigen space. 1 is the simple and largest eigenvalue of W ,
the vector 1 and 1T are the associated left and right
eigenvectors respectively. The convergence of the con-
sensus iteration is given as

lim
k!1

Wkxð0Þ ¼ 11T

1T1
xð0Þ ¼

Pn
i¼1 xið0Þ
n

1; (36)

which is the average consensus algorithm extensively
studied in the literature [22], [23], [24], to name a few.

4.2 Dynamic Communication Channel

Realistic SU networks suffer from noise and error interrup-
tion or power use constraints. Link failures and dynamic
switching communication channels should be considered.
In this section, we characterize the conditions for the
weighted average consensus convergence on the dynamic
communication channels.

For a network of n secondary users, there are a finite
number, say a total of r, of possible communication graphs.

We denote the set of all possible graphs by fG1; . . . ; Grg;
and the set of corresponding Laplacian matrices and Perron
matrices given by fL1; . . . ; Lrg and fW1; . . . ;Wrg, respec-
tively. We have

Ws ¼ I � aD�1Ls; (37)

for any 1 � s � r, where D ¼ diagfd1; . . . ; dng. The weighted
average consensus algorithm is given by

xðkþ 1Þ ¼ WsðkÞxðkÞ; (38)

where the indices sðkÞ are integers and satisfy 1 � sðkÞ � r
for all k > 0. Here, we use the notion WsðkÞ to denote the
graph sequence in the iteration because the graph sequences
could be stochastic or deterministic. We will use WðkÞ to
denote the stochastic case later.

Theorem 2. For the iteration process (38), if the step size a satis-
fies 0 < a < 1

n ; where n is the number of the SU nodes in the
network, and the elements of matrix D satisfy di � 1; 8i 2 I ,
and the collection of bidirectional communication graphs that
occur infinitely often are jointly connected, then the iteration
converges to

lim
k!1

xiðkÞ ¼
Pn

i¼1 dixið0ÞPn
i¼1 di

; 8i 2 I : (39)

Proof. Please refer to Section 4.1 of the supplementary file,
available online. tu

Remark 10. Theorem 2 encompasses the average consensus
as a special case when d ¼ I and WsðkÞ are symmetric
matrices. For symmetric WsðkÞ, we have kWsðkÞk2 ¼
rðWsðkÞÞ � 1, based on which the convergence analysis is
given in [22]. For asymmetric WsðkÞ, we adopt the L1
norm kWsðkÞk1 for the convergence analysis. Meanwhile,
the fixed communication topology, Theorem 1 is a special
case whenWsðkÞ ¼ W; 8k � 0.

Remark 11. Theorem 2 requires weak long-term connectiv-
ity which contains both deterministic and stochastic
time-varying graph sequences, and the convergence rate
in general may not exist. If we further assume each link
has an independent probability to fail, e.g., the link era-
sure model [25], we can present the estimation of the con-
vergence rate of the consensus iteration in Section 4.2 of
the supplementary file, available online.

5 SIMULATIONS AND DISCUSSIONS

In this section, we conduct simulations to study the perfor-
mance of our proposed distributed weighted combining
scheme. The simulation setup, evaluation metrics and com-
parison methodologies are described. We show the conver-
gence of the weighted consensus algorithm, and Monte
Carlo simulation [18] is also conducted to evaluate the
detection performance of the proposed distributed spec-
trum sensing scheme.

5.1 SU Network Setup

In the simulation, we mainly consider a 10-node SU net-
work as shown in Fig. 1, with both fixed and dynamic
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communication channels. In particular, Fig. 1a shows
that 10 SUs communicate with each other through fixed
duplex communication channels, and Fig. 1b shows the
case of dynamic communication channels which is gen-
erated from Fig. 1a by assigning a failure probability 0.4
to each communication link. We use Fig. 1b as a general
model for the realistic SU networks suffering from noise
and error interruptions. In the simulations shown later,
we vary the network size, and consider 20- and 30-node
SU networks for the detection performance evaluation.
In Section 5 of the supplementary file, available online,
the detection performance of 50- and 100-node SU net-
works are evaluated.

In the sensing stage, all SUs are assumed to be static and
have uncorrelated measuring channels with independent
fading effects. In the simulation, we mainly consider
AWGN and Rayleigh fading channels. According to the
energy detector model, each SU generates the measurement
Yi of the PU’s signal energy under the hypothesis H1 in (2)
for AWGN channel andH1 in (28) for Rayleigh fading chan-
nel, respectively. The time-bandwidth product in the energy
detector is set tom ¼ 12. In the Rayleigh fading channel, the
estimation window of the average channel SNR estimator is
set to l ¼ 2. In the fusion stage, each SU sets its initial mea-
surement statistic xið0Þ ¼ Yi and starts the iterative fusion
using algorithm (16) until the final consensus is reached
after convergence. The measurement fusion only adopts
local communications without a fusion center. In both sens-
ing and fusion stages, all SUs are running the synchronized
clock as the same assumption made in other consensus-
based schemes [10], [17].

5.2 Convergence of Consensus Algorithm

Convergence of the consensus algorithm is crucial in the
distributed cooperative spectrum sensing, since the con-
vergence time decides the agility of cognitive radio net-
work sensing capability. Fig. 2 shows the convergence
performance of the proposed algorithm with respect to
the iteration step under both fixed and dynamic commu-
nication channels. The optimal weight is set on each SU
according to the its channel conditions. We observe in
Fig. 2a that within 30 steps the differences of xi among
all the SUs with fixed communication channels are less
than 1 dB, indicating the consensus has been reached on
the global decision statistics 11.1 dB. Fig. 2b shows the
convergence of the algorithm under dynamic communi-
cation channels with independent link failures, where
the failure probability of each link is 0:4. We observe

that the consensus is achieved within 30 iteration steps,
which is less than 1 second. As expected, the final con-
vergence is ensured under the random link failure
model, but the trajectories of the converging statistics are
not as smooth as the case in fixed graph case, due to the
temporary link failures. The convergence rate is close
but slightly slower than the fixed graph case, which is in
accordance with the theoretical conclusion in Remark 4
that it is the spectral gap decides the convergence rate
and the random link failure does not necessarily
degrades the convergence performance.

5.3 Metrics and Methodologies

For comparison, we mainly consider Pd (detection probabil-
ity) and Pf (probability of false alarm) as performance met-
rics, where Pd is defined as the probability of decision made
on H1 when H1 is true, Pf is defined as the probability of
decision made on H1 when H0 is true, H0=1 are defined in
Eq. (1). A high Pd will result in high Pf , which increases the
interference to primary users. On the other hand, a low Pf

will result in low Pd and lead to low spectrum utilization.
Offering high Pd under low Pf constraints is challenging for
most spectrum seing approaches.

In the performance comparison, we mainly consider the
general AWGN and Rayleigh fading channel conditions.
Under the AWGN channel condition, we compare our
proposed distributed optimal weight gain combining

Fig. 2. Convergence of the proposed consensus algorithm under the
10-node SU network. (a) Fixed communication channels, (b) Dynamic
communication channels with independent link failure probability 0.4.

Fig. 1. Communication network of 10 SUs. [9] (a) fixed communication
duplex channels, (b) dynamic communication channels with random link
failures.
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(DWGC) discussed in Section 3.2, with the existing equal
gain combining [10], OR hard combining (OR) [26], and
centralized optimal weighted gain combining [12]. Under
the Rayleigh fading channel condition, we compare our
distributed weight design based on distributed estimated
average channel SNR weighted gain combining (DAWGC)
as discussed in Section 3.3, with existing EGC, OR and cen-
tralized estimated Average channel SNR weighted gain
combining (AWGC) [20] approaches. The (OR) method
simulated in this section is 1 out of n detection scheme in
which H1 is decided by the largest measurement through
the network [26].

To validate the effectiveness of the proposed method, we
conduct extensive simulations by varying the measurement
channel condition, PU transmission power, and the network
size. The threshold � is computed from the false alarm con-
straints under the hypothesisH0 in Eqs. (2) and (28), respec-
tively. The soft combining scheme (DWGC, DAWGC, EGC
centralized WGC and AWGC) share the same threshold,
since the measurement output under H0 is independent of
the channel SNR when the primary user signal is absent.
The decision threshold of OR hard combining is decided by
the largest measurement among the SU network under the
hypothesisH0.

5.4 Performance Evaluation

In this section, we present the simulation evaluation of our
proposed method in comparison with existing cooperative
spectrum schemes: centralized WGC, EGC and OR meth-
ods. We mainly evaluate the detection performance under
AWGN channel and Rayleigh fading channels. In the sim-
ulation, our approach features the distributed weights
choosing by each SU according to its own measurement
quality. The weight design for each SU are derived from
Equations (21) and (29) for AWGN and Rayleigh fading
channels, respectively.

5.4.1 Receiver Operating Curves (ROC) under AWGN

Channels

In this scenario, we consider the AWGN channel for the
evaluation of the proposed DWGC with existing EGC, OR
and centralized WGC. Fig. 3a shows the receiver operating
curves under AWGN channel for the 10-node SU network
shown in Fig. 1, where the channel SNR of the SU network
ranges from 0 to �10 dB. The proposed DWGC achieves the
best performance which is comparable to the centralized
WGC. As expected, the temporal communication channel
failures do not affect the detection performance of the
DWGC approach. The EGC approach has a satisfactory per-
formance but the performance is worse than DWGC. The
OR scheme performs the worst. Particularly, with the false
alarm Pf ¼ 0:1 the DWGC offer the detection probability
Pd ¼ 0:97, which is in consistent with the numerical results
shown in supplementary file, available online, Section 5.1
Fig. 2(a). EGC and OR give Pd ¼ 0:92 and Pd ¼ 0:68, respec-
tively. Fig. 3a shows clearly the proposed DWGC scheme
achieves comparable performance with the centralized
WGC and outperforms EGC and OR schemes under
AWGN channels.

5.4.2 Receiver Operating Curves under Rayleigh

Fading Channels

In this simulation, we consider the Rayleigh fading chan-
nel condition, since Rayleigh fading is inevitable in prac-
tice. We compare the detection performance of the
proposed DAWGC with EGC, OR and centralized WGC.
The average channel SNR is set to 0 dB. From the ROC
curves shown in Fig. 3b, we observe that DAWGC has the
best performance under both fixed and dynamic commu-
nication channels. The DAWGC and centralized AWGC
achieve comparable performances. Specifically, when the
false alarm is Pf ¼ 0:1, DAWGC achieves detection proba-
bility Pd ¼ 0:83, which is the same as the centralized
AWGC, while EGC only offers Pd ¼ 0:47 and the OR hard
combining is the worst with Pd ¼ 0:31: From Fig. 3b, we
find that the performance degradation of the DWGC and
centralized WGC due to Rayleigh fading effects is within
20 percent, while the performance of the EGC and OR-rule
degrades more than 50 percent after the Rayleigh fading is
considered. The advantage of the proposed method is
clear that specific weight setting according to the channel
conditions can be implemented to improve the overall per-
formance without a centralized fusion center. It is encour-
aging that the performance of our proposed approach is
comparable with the centralized method and outperforms
existing distributed schemes, which do not consider
weight on the channel conditions.

Fig. 3. (a) ROC of the 10-node SU network under AWGN channels.
Channel SNR ranges from 0 to �10 dB. (b) ROC of the 10-node SU net-
work under Rayleigh fading channels. Average channel SNR 0 dB.
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5.4.3 Receiver Operating Curves with Respect to SU

Network Sizes

We next evaluate the performance of the proposed distrib-
uted weighted combining scheme under different network

sizes. In Fig. 4, we plot the ROC curves of the proposed

DWGC, EGC, OR and centralizedWGCunder AWGNmea-

suring channel with different SU network sizes. As shown

in Figs. 4a and 4b, the SU networks with 20 and 30 nodes

are employed, respectively, for performance evaluation

under the AWGN channel with identical channel condi-

tions. We observe DWGC achieves the best performance
under different network sizes, and have comparable per-

formances with the centralized WGC approach. In particu-

lar, when the false alarm Pf is set between 0.01 and 0.1,

DWGC achieves detection probability above 0.9. When the

network size increases, the detection probability also

increases. For both 20- and 30-node cases, detection proba-

bility of DWGC is 10 percent higher than the EGC and

25 percent higher than the OR, respectively. Here, the vari-
ance of Gaussian noise is fixed at si ¼ 1; 8i, and the measur-

ing channel SNR of the SU network ranges from 0 to

�15 dB. This scenario shows the advantages of the pro-

posed weighted design when false alarm is low, especially

more SU nodes in cooperation.

In Fig. 5, we plot the ROC curves for DAWGC, EGC, OR,
centralized AWGC under Rayleigh fading channel with net-
work sizes with 20 and 30 nodes, respectively. We observe
that the proposed DAWGC method achieves the best per-
formance in both cases, and the detection probability is
comparable to the centralized AWGC. Clearly, the perfor-
mance of DAWGC is much less affected by the Rayleigh
fading than the EGC and OR hard combining. Particularly,
when the false alarm is set between 0.005 and 0.1, DAWGC
achieves the highest detection probability over 0.8 in the
20-node case and over 0.9 in the 30-node case, respectively.
In contrast, when the false alarm is set at 0.005, the detection
probability of EGC is below 0.4 in both 20- and 30-node
cases, and OR hard combining performs the worst with
detection probability below 0.3. This scenario demonstrates
the advantages of our proposed DAWGC under Rayleigh
fading channels with low false alarm rates. DAWGC with
distributed weights based on estimated channel SNR is
more sensitive to the network size changes, and maintains
much higher detection probability under the low false alarm
rates, compared to other existing distributed spectrum sens-
ing methods.

In summary, we clearly observe that the proposed dis-
tributed consensus-based weighted design outperforms the
existing distributed combining approaches significantly,
and achieves comparable performance with the centralized

Fig. 4. ROC under AWGN channels with different network sizes. The
channel SNR ranges from 0 to �15 dB. (a) ROC of a 20-node SU grid
network. (b) ROC of a 30-node SU grid network.

Fig. 5. ROC under Rayleigh fading channels with different network sizes.
Average channel SNR 0 dB. (a) ROC of a 20-node SU grid network. (b)
ROC of a 30-node SU grid network.
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weighted combining scheme. The proposed distributed
optimal weights design can incorporate specific weights
according to different channel conditions, and exhibits clear
advantages in extensive simulations with respect to channel
fading, low PU transmission power, low false alarm rate
and the network size variation.

6 CONCLUSION

In this paper, we develop a distributed weighted combining
scheme for cooperative spectrum sensing in cognitive radio
networks. The proposed method is based on the weighted
average consensus algorithm for both fixed and time-vary-
ing network graphs. Through the weighted local fusion iter-
ation, each secondary user derives the global decision
statistic from the weighted soft measurement combining
throughout the network to achieve distributed cooperative
spectrum sensing. When the weights are appropriately cho-
sen, the detection performance of the proposed scheme is
comparable to the performance of centralized optimal
weighted combining scheme and outperforms existing dis-
tributed equal gain combining schemes. The authors are
pursuing several future work directions. Adopting the dis-
tributed consensus estimator algorithm [27], [28] can
achieve weighted combined decision statistics in real-time
without waiting for the consensus convergence for the deci-
sion making. The other direction is to study the effects of
different communication link dynamics [29] on the decision
performance. More promising work focuses on the distrib-
uted environment mapping [30] using weighted consensus
algorithms.
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