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Abstract— We discuss techniques towards using collaborative
robots for infrastructure security applications. A vast number
of critical facilities, including power plants, military bases,
water plants, air fields, and so forth, must be protected against
unauthorized intruders. A team of mobile robots working
cooperatively can alleviate human resources and improve
effectiveness from human fatigue and boredom. This paper
addresses this scenario by first presenting distributed sensing
algorithms for robot localization and 3D map building. We then
describe a multi-robot motion planning algorithm according
to a patrolling and threat response scenario. A block diagram
of the system integration of sensing and planning is presented
towards a successful proof of principle demonstration. Previous
approaches to similar scenarios have been greatly limited by
their reliance on global positioning systems, the need for the
manual construction of facility maps, and the need for humans
to plan and specify the individual robot paths for the mission.
Our proposed approaches overcome these limits and enable the
systems to be deployed autonomously without modifications to
the operating environment.

Keywords: Collaborative robots, mobile robots, multi-robot
positioning, terrain mapping, motion planning.

I. I NTRODUCTION

The events of September 11, 2001 have greatly increased the
need to safeguard the nation’s infrastructure. A vast number
of critical facilities need to be guarded from unauthorized en-
try. Unfortunately, the number of security officials required
to protect these facilities far exceeds their availability. Due
to the enormity of this task, it seems unlikely that sufficient
human resources can be committed to this infrastructure
protection. An alternative approach is to allow technology to
assist in this protection, through the use of multiple mobile
robots capable of collaborating to guard the grounds of these
important facilities from intrusion. Multi-robot systems can
thus alleviate the onerous tasks faced by law enforcement
officials and army personnel in surveillance, infrastructure
security and monitoring of sensitive national security sites
(e.g. nuclear facilities, power and chemical plants), building
and parking lot security, warehouse guard duty, monitoring
restricted access areas in airports and in a variety of military
missions.

The Mobile Detection Assessment and Response System
(MDARS) described in [6] was developed to provide an
automated intrusion detection and inventory assessment ca-
pability for use in Department of Defense (DoD) warehouses
and storage sites. In this research, the operating area is
previously mapped and the positions of the principal features
of navigational interest are known in advance. The major
sensory characteristics of these features are assumed to be
known. By monitoring the variable features of the environ-
ment, an intrusion threat is detected. The system adopts
random patrols in the secured area.

Another significant work in the area is described in [2],
which details a robotic perimeter detection system where
a cooperating team of six sentry vehicles are employed to
monitor alarms. Formation of vehicles is achieved by teleop-
eration, while navigation of vehicles to a specified location is
achieved by having robots use DGPS to follow specific paths
defined by the human. These vehicles have also been used
to remotely surround a specified facility. Mission planning
is again achieved with the aid of an operator. An operator in
the base station uses a graphic interface to determine paths
for individual robots and develops a plan outlining obstacles
and goal perimeters. The robots then execute this plan by
following their designated paths. There are two important
disadvantages of this approach from the perspectives of
sensing and planning:

• The success of the mission is entirely dependent on po-
sitioning information provided by DGPS.Multipathing1

errors make it extremely difficult in many environments
to obtain position estimates based on DGPS alone. Thus
it becomes necessary to develop a scheme in which
observations from relative and absolute sensors can
be fused to continually deliver reliable and consistent
position information for satisfying dynamic mission and
motion planning requirements.

• Mission and path planning are fully dependent on
the human operator and the system is incapable of

1Multipathing refers to the situation where the signals detected by the
DGPS receiver have been reflected off surfaces prior to detection instead
of following the straight line path between the satellite and the receiver.



dealing with dynamic situation changes that require
quick responses and mission and/or path replanning.
Even if we did want to use a human operator to specify
robot patrol routes, it will be quite difficult for a human
to subdivide the patrol region amongst the robots to
maximize efficiency. In this case, techniques are needed
for dynamic multi-robot motion planning as an aid to
the human for determining the best routes to provide
to the robots.

To the best of our knowledge, there is no general frame-
work or techniques developed for infrastructure security
applications using collaborative robot teams. In this paper,
we formulate the research problems from an infrastructure
security scenario, and report on new developments in dis-
tributed sensing and motion planning towards such important
applications.

II. I NFRASTRUCTURESECURITY SCENARIO AND

RESEARCHPROBLEMS
We envision our new research advances to be used in an
infrastructure security scenario such as the following. In
an outdoor environment, robot teams are first sent out in a
training phase to use our distributed sensing and positioning
approach to build 3D digital elevation and obstacle maps of
the area to be secured. Once the terrain is learned, the robots
will be put into operation and each will operate in one of
two modes:

1) a nominal patrol mode,
2) a threat response mode.

In general, robots will operate most often in the nominal
patrol mode. In this mode, robots will use our new dynamic
multi-robot motion planning algorithms to select efficient
multi-robot patrol patterns. Each robot will then patrol its
selected region. For efficient patrolling of each area, patrol
paths need to be planned according to terrain features and
local maps to achieve efficiency. While patrolling, the robots
monitor their individual coverage areas for intrusion and also
update their local terrain maps to account for environmental
changes (e.g., changes in positions of authorized equipment,
vehicles, etc.) If an intrusion is detected, some of the
robots enter the threat response mode, as pre-defined by
the rules of engagement set forth at the beginning of the
team deployment. One example of a threat response would
be for the detecting robot to send an alert to the human
monitor (who is at a remote location), and then for a few
robots to surround the threat and return video from multiple
perspectives. To successfully respond to the threat, the robots
need to dynamically plan paths to the threat location so that
they reach the threat area in the shortest possible time. The
remaining robots must subsequently replan their patrol paths
to compensate for the robots that have entered the threat
response mode.

The development of multi-robot teams for use in real world
security applications in unstructured outdoor environments

presents several challenging issues, which include the fol-
lowing three key research problems:

1) distributed sensing for robot localization and 3D map
building,

2) dynamic multi-robot motion planning,
3) integration of approaches to generate a proof of princi-

ple demonstration in a relevant infrastructure security
environment.

Algorithms need to be developed for collaborative robots to
operate in a reliable and robust manner and to be capable
of operating in unstructured and dynamic environments
with minimal modifications to the operating domain. In the
following sections, we address each of these three research
problems, and approaches and algorithms will be presented.

III. M ULTI -ROBOT POSITIONING AND MAPPING USING

DISTRIBUTED SENSING

To accomplish missions in infrastructure security appli-
cations, multi-robot teams should be able to both au-
tonomously position themselves and construct 3D elevation
maps for efficient path planning when traversing on rugged
uneven terrain. The objective is to design distributed sensing
techniques and to develop schemes that ensure efficient
utilization of sensor data obtained from sensors situated
across the team members for multi-robot positioning and
3D elevation mapping. The sensors that are considered are:
Differential Global Positioning System (DGPS), wheel en-
coders, scanning laser rangefinders, inclinometers, compass
and pan-tilt-zoom cameras.

A. Heterogeneous Distributed Multi-Robot Localization

To achieve real-time multi-robot cooperative positioning and
mapping competency in a reliable and robust fashion, the
sensing and the ensuing data fusion processes are of utmost
importance. Thus, careful attention needs to be devoted to
the manner in which the sensory information is integrated
and interpreted. To satisfy this requirement, we propose
a distributed multi-robot Extended Kalman Filter (EKF)
estimation-theoretic scheme that enables efficient data fusion
of sensor measurements from dead-reckoning and absolute
sensors tocontinually deliver reliable and consistent pose
(position and orientation) estimates. The robots collect sen-
sor data regarding their own motion and share this informa-
tion with the rest of the team during the EKF update cycles.
The EKF processes the individual positioning information
available from all the members of the team and produces a
pose estimate for every one of them. Once pose estimates
are available, a 3D map of the terrain can be generated by
combining vision-based depth estimates with an elevation
profile. The elevation profile may be obtained by fusing ver-
tical displacements from DGPS with those computed from
inclinometer pitch angles. The proposed scheme has several
advantages. The uncertainty associated with measurements
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Fig. 1. The robots perform laser-based cooperative localization when DGPS becomes unavailable or when there are not enough satellites in view. EKF
estimated robot paths are shown in (a). The solid line denotes the estimated path of robot #2 and the dotted line that of robot #1. (S1,E1) and (S2,E2) denote
the start and end positions for robots #1 and #2, respectively. The standard deviations of the pose of robot #2 during laser-based cooperative localization
are shown in (b). The external corrections offered by the laser-based localization scheme are marked by arrows.

from different sensors is explicitly taken into account by
using appropriate sensor models and validation procedures.
It also becomes possible to combine measurements from
a variety of different sensors as the estimation process is
distributed across the robots.

When the quality of measurements from absolute sensors
aboard the individual robots deteriorate or simply when a
particular robot of a team does not have adequate sensing
modalities at its disposal, another robot in the team with bet-
ter sensing capability can then assist the deficient member(s)
of the team such that the measurement from a single robot
can be beneficial to the whole team. Thus, the heterogeneity
of the team can be exploited to provide position estimates
for all the team members [8].

Let us consider the case when the team is comprised of two
robots. When robots #1 and #2 meet, they exchange relative
pose information and the observation model becomes:

zck
=


 x1k

− x2k

y1k
− y2k

φ1k
− φ2k


 + v12k

= H12k
xck

+ v12k
(1)

wherev12k
refers to the uncertainty present in the relative

pose observation and is modeled as a zero-mean uncorrelated
Gaussian sequence with covarianceR12k

.

The residual and the residual covariance are:

νck
= zck

− ẑck
= zck

− H12k
xc(k|k−1)

Sck
= H12k

Pc(k|k−1)H
T
12k

+ R12k

The Kalman gain matrix, the state estimate and covariance

updates (centralized) are as below:

Wck
= Pc(k|k−1)H

T
12k

S−1
ck

xc(k|k) = xc(k|k−1) +

Wck

[
zck

− (
x1(k|k−1) − x2(k|k−1)

)]
Pc(k|k) = Pc(k|k−1) − Wck

Sck
WT

ck

wherexc(k|k−1) and Pc(k|k−1) are the state and covariance
predictions, respectively.

Suppose that robot #2 has a scanning laser rangefinder and
also that the number of satellites in view from the current
position of this robot indicates that DGPS is unavailable. (In
the field trial, this corresponded to the robot going under a
tree.) Given the pose of robot #1 whose on-board sensors
indicate a high level of confidence in their measurements,
relative pose between robots #2 and #1 is determined as
follows:
• Robot #2 identifies robot #1 and acquires a range and
bearing laser scan.
• Robot #1 communicates its pose to robot #2.
• After necessary preprocessing to discard readings that are
greater than a predefined threshold, the range and bearing
to the minima identified in the laser profile of robot #1 are
determined.
• From the range and bearing pertaining to the minima, the
pose of robot #2 is then inferred.
• Since robot #1 makes its pose available to robot #2, relative
pose information is obtained by comparing the two poses
and is now available for use in Equation (1).

Within the EKF framework, state prediction takes place on
individual robots in a decentralized and distributed fashion.
By exchanging relative pose information, the states of the



robots are then updated in a centralized fashion. The results
for the laser-based cooperative localization are shown in
Figures 1(a) and (b). Figure 1(a) shows the estimated paths
of robots #1 and #2. The pose standard deviations of robot#2
in Figure 1(b) demonstrate the utility of the relative pose
information in accomplishing cooperative localization. At
time = 21 seconds, DGPS becomes unavailable as indicated
by the rise in thex standard deviation. It can be seen that
as a result of the laser-based relative position information,
there is a sharp decrease in the position standard deviations
of robot #2 (marked by arrows). As the motion of the robot
is primarily in the x direction when the corrections are
provided, the resulting decrease in thex standard deviation
is noticeable compared to those iny andφ.

B. Terrain Mapping

Incremental terrain mapping takes place via four main
processes:
• An incremental dense depth-from-camera-motion algo-
rithm is used to obtain the depth to various features in
the environment. The relative pose of the vehicles at these
locations as well as depth covariances are associated with
particular depth information. These covariances are used to
determine regions which contain features of interest that
should be indicated on the map.
• An elevation gradient of the terrain is determined by
fusing GPS altitude information with vertical displacements
obtained from inclinometer pitch angles.
• The depth and elevation information are then registered
with their associated covariances.
• The terrain map is updated to incorporate the regis-
tered values at their proper coordinates. The covariances
associated with each measurement provide the confidence
the algorithm has in that measurement. In the case of
overlapping areas, this confidence determines whether or not
the map is updated.

An overall schematic diagram of the algorithm is given in
[3]. Both the elevation profile for the motion segments and
the feature locations are mapped, as shown in the partially
updated terrain map (Figure 2). This Figure shows the
elevation profile across the area traversed by each robot (in
the locally fixed coordinate frame centered at the DGPS base
station location) and prominent features within the robot’s
field of view during the motion segment are marked on the
map.

IV. DYNAMIC MULTI -ROBOT MOTION PLANNING

According to the scenario presented in Section II, the overall
patrolling and threat response behavior can be divided into
the following design modules:
1) Partition the patrolling region according to the number of
robots;
2) Distribute robots from their initial positions to their sub-
regions for patrolling;
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Fig. 2. Partially updated terrain map.

3) Each robot patrols its sub-region continuously;
4) If a threat is detected by at least one robot during
the patrol, a threat alert signal and the threat location are
broadcast among robots. A subset of robots move from their
current position to the threat position, and the rest of the
team re-do steps 1) to 3) to provide continuous patrolling.

In the following, we describe autonomous region partitioning
and motion planning in each of the above design modules.

A. Area Partition

To achieve effective patrolling by a multi-robot team, the
first task is to partition an area into sub-areas so that a
utility function of the group is minimized. Mathematically,
we formulate the problem as follows:

Given a metric spaceQ, andn robots with their positions
at {p1, p2, . . . , pn}. For any pointq ∈ Q, assume there is a
cost functionf(q, pi), i ∈ [1, 2, . . . , n] associated with it. If

f(q, pi) < f(q, pj), i, j ∈ [1, 2, . . . , n], i �= j (2)

we define the decentralized cost function:

fi(q, pi) = f(q, pi).

A group utility function is defined by

U(p1, p2, . . . , pn) =
n∑

i=1

∫
Q

fi(q, pi)dq (3)

The objective is to find solution(p1, p2, . . . , pn) so that the
group utility functionU is minimized.

We know that the set(p1, p2, . . . , pn) satisfying

∂U(p1, p2, . . . , pn)
∂pi

= 0 (4)

is the solution formin U(·).
In a special case whenQ is a finite dimensional Euclidean
space, and the cost functionf(q, pi) is chosen to be the
distance betweenq andpi, i.e., f(q, pi) = dist(q, pi), the set



of points satisfying (2) compose Voronoi regionVi = Vi(pi).
The set of regions{V1, V2, . . . , Vn} is called the Voronoi
diagram for the generators{p1, p2, . . . , pn}. In this case,
the solution to (4) is the mass centroid ofVi. Centroidal
Voronoi tessellations ([1]) provides solution methods to find
the mass centroids.

Applying the above theoretic results to the area partition,
we generate the Voronoi diagram and the mass centroids
pi, i ∈ [1, 2, . . . , n], which are the closest point to every
point in the Voronoi regionVi.

B. Initial Distribution

After the set of points{p1, p2, . . . , pn} are generated, we
need to move theith robot from its initial position topi, so
that the robot can patrol the Voronoi regionVi. The motion
planning problem for this sub-task is defined as follows:

Find feasible trajectories for the robot, enrouting from its
initial position to its goal positionpi, without collisions
with static and dynamic obstacles in the environment while
satisfying nonholonomic kinematics constraints.

Solution methods are presented in [5], [10].

C. Complete Coverage Patrolling

In this sub-task, each robot needs to plan its patrolling path
in its own Voronoi regionVi. Multiple paths can be planned
based on different criterion, for example, complete coverage
of the area as high a frequency as possible, maximize area
covered in unit time, minimize repeat coverage,etc. For
complete coverage, the robot patrols the region so that every
point in the region is covered within the robot sensor range
at least once over a time period. Mathematically, the problem
is to determine a pathppi(t) for the ith robot satisfying

min
t∈[t0,t0+T ]

‖qi − ppi(t)‖ ≤ Rc ∀qi ∈ Vi, (5)

whereRc is the robot sensor range, and[t0, t0 + T ] is the
time period that the robot achieves a complete coverage of
the regionVi.

To find a solution to (5), first, a number of disks with radius
Rc is found to completely cover the regionVi. Second,
a complete coverage pathpp(t) is generated by going
through the center of every disk. Obviously, the solutions
to both steps are not unique. We need to introduce some
optimization criteria. In the first step, a minimum number
of disks are found by placing the disks using a pattern ofRc-
strip, which is composed of a string ofRc-disks (i.e., disks
with radiusRc) placed along a line such that the distance
between the centers of any two adjacentRc-disks is

√
3

2 Rc.
We placem columns ofRc-strips oriented parallel to the
y-axis, where the distance between the centers of any two
adjacentRc-strips is1.5 ∗ Rc. Figure 3 shows such a disk
coverage in a rectangular region. Without loss of generality,
we assume the center of the most left bottomRc-disk is at
the origin. It can be proved that such placement requires a
minimum number of disks for a convex polygon ([7]).
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Fig. 3. Covering a region completely by minimal number of disks
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To find a solutionpp(t) to go over all centers of the disks,
different programming methods can be applied. A most
straightforward one is to design static template paths for
the robot to follow. Some results on complete coverage path
planning algorithms can be found in [11].

D. Point Convergence

In this module, a subset of robots move to the threat location
from their current positions. The motion planning problem
for each robot becomes:given a start and a goal, generate
a feasible trajectory without collisions. The same solution
methods as described in subsection IV-B can be applied.

V. SYSTEM INTEGRATION TOWARDS PROOF OF

PRINCIPLE DEMONSTRATION

For a successful proof of principle demonstration in a
relevant infrastructure security environment, functionalities
of distributed sensing developed in Section III should be
integrated with the dynamic motion planning capabilities in



TABLE I

COMPARISON OF APPROACHES
Our approach Approach in [2] Approach in [6]

Autonomous detection of threats X X X
Mobility for rapid response X X X
No infrastructure modifications required X X
No dependency on absolute positioning (DGPS)X
Autonomous path planning X
No a priori map needed X

Fig. 5. Experimental setup in an outdoor environment.

Section IV to realize the cooperative team objectives. Figure
4 illustrates the block diagram of system integration. Note
that in the figure, techniques regarding threat detection (in
the gray box) are not discussed in this paper.

We have partially implemented the algorithms proposed on
a group of ATRV-mini robots. The experimental setup is
shown in Figure 5. It consists of a wireless mini-LAN, a
Local Area DGPS (LADGPS), a software platform (Mobility
from RWI) and codes developed in-house under Linux to
read and log the data for the sensors on each robot. The
wireless LAN is set up outdoors between an Operator
Console Unit (OCU) and the robots. The OCU consists
of a rugged notebook equipped with a BreezeCOM access
point and antenna. Each robot has a BreezeCOM station
adaptor and an antenna. The LADGPS is formed by the
base station/antenna hardware connected to the OCU and
remote stations/antennas directly mounted on each robot.
Each robot’s station receives differential corrections from
the base station such that LADGPS accuracy of up to 10
centimeters is obtainable. Some experimental results can be
found in our previous publications [3], [4], [8], [9].

VI. CONCLUSIONS

Recent terrorist events on United States soil have dramat-
ically increased the need for protection of our nation’s
infrastructure. Rather than stretch already-thin human re-
sources to guard facilities against low-probability intrusions,
technological solutions are preferred. We proposed to ad-
dress this problem by using teams of intelligent robots for
infrastructure security applications.

We first formulate the research problems from an infrastruc-
ture scenario, and then propose new algorithms in distributed

sensing and multi-robot motion planning to achieve the
autonomous patrolling and threat response tasks. Finally, the
system integration of sensing and planning are presented
towards a successful proof of principle demonstration. The
developed collaborative sensing and motion control strate-
gies enable a robot team to position themselves and move ap-
propriately in a previously unknown environment to enable
intrusion detection. To briefly summarize the advances of our
approach over existing approaches for infrastructure security
in outdoor environments, we compare different approaches
in Table I. Future work includes refining multi-robot motion
planning algorithms to incorporate optimization criteria.
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