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Cooperative Distributed Source Seeking by Multiple
Robots: Algorithms and Experiments

Shuai Li, Ruofan Kong, and Yi Guo, Senior Member, IEEE

Abstract—We consider the problem of source seeking using a
group of mobile robots equipped with sensors for source concen-
tration measurement. In the formulation, the robot team coopera-
tively estimates the gradient of the source field, moves to the source
by tracing the gradient-ascending direction, and keeps a prede-
fined formation in movement. We present two control algorithms
with all-to-all and limited communications, respectively. For the
case of all-to-all communication, rigorous analytic analysis proves
that the formation center of the robots converges to the source in
the presence of estimation errors with a bounded error, the upper
bound of which is explicitly given. In the case of limited commu-
nication where centralized quantities are not available, distributed
consensus filters are used to distributively estimate the centralized
quantities, and then embedded in the distributed control laws. Nu-
merical simulations are given to validate the effectiveness of the
proposed approaches. Experimental results on the E-puck robot
platform demonstrate satisfactory performances in a light source
seeking application.

Index Terms—Consensus filter, distributed control, multi-
robots, source seeking.

I. INTRODUCTION

W E STUDY the source seeking problem in this paper: a
source forms a scalar value field in space. We design

algorithms to drive a group of robots, which can only sample
local values, to the source. Potential applications include source
localization of oil spill [1], scalar field mapping [2], coopera-
tive foraging [3], chemical plume tracing [4], multirobot radio
source localization [5], [6], and cooperative path planning [7].
For a robot with the ability of measuring concentration gradi-
ents, a simple moving strategy by following gradient-ascending
direction can complete the task. However, in practice, most
robots are only equipped with sensors for concentration mea-
surement instead of the gradient. Similar problems to source
seeking can be found in nature. For example, a male moth is
able to approach a female one from far away by tracing the
pheromone plume [8]. For a swarm of bacteria, without the
ability of concentration gradient measurements, they are able to
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find the source of beneficial chemicals [9]. The phenomena give
insight into the problem and inspire many studies in this field.

Different methods have been proposed to solve the prob-
lem, which include behavior-based source seeking [10]–[12]
and control-based source seeking [13]–[18]. The behavior-based
source seeking method often defines a set of elementary behav-
iors and a set of behavior combination rules. Different combi-
nations of the elementary behaviors are activated in schedule to
steer a single robot or a group of robots. The authors in [10]
and [11] design behavior-based source seeking algorithms for a
single robot. In [12], the method is extended to scenarios with
a group of robots. However, the inherent dynamics of the robot
are often ignored for behavior-based source seeking, and there
is no guarantee to reach the source eventually. In contrast, the
control-based source seeking method directly takes the robot
dynamics into account to develop a control algorithm. Zhang
et al. [13] use extremum-seeking control theories to design a
source seeking control. Ogren et al. [14] solve the problem by
decoupling it into formation maintenance and leader following.
In [15], two strategies for source seeking are considered. The
first strategy uses one robot to perform the task with historical
data for estimating the gradient along the trajectory, while the
other one uses a group of robots with projected gradient estima-
tion. In [16], a stochastic gradient-ascent algorithm is proposed
to drive a single robot to the maximum of a scalar field. In [17],
the authors give a control law by combining a potential field con-
trol law and a gradient-based control law. In [18], the control
law is obtained by separately considering the motion along the
baseline and the motion perpendicular to the baseline. Among
existing literature works using control-based method for mul-
tiple robot source seeking, most of them ignore the gradient
estimation error to ease the treatment, and the control algorithm
often requires shared information with all robots in the group.
These limitations inspire our study to design control algorithms
that are robust to the gradient estimation error and also relax the
communication requirements.

In this paper, we use distributed robots for source seeking.
The problem is modeled as a cooperative estimation and control
problem. We first propose a source seeking algorithm with all-
to-all communications. Theoretical analysis are given to prove
that this algorithm enables the group of robots to approach the
source. Then, a modified algorithm, which is fully distributed
with limited communications among robots, is presented to
solve the same source seeking problem. Both the all-to-all and
the limited communication algorithms are validated by simu-
lations and real robot experiments. The algorithm part of this
paper was presented in our early conference paper [19] without
robot experiments.
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The contribution of this paper is twofold. First, we use gra-
dient estimation to guide the robot movement, and provide a
theoretical upper bound on the tracking error. Second, among
existing methods using a group of robots, such as [14], [15],
and [17], each robot needs global information from all the other
robots. In contrast, the algorithm with limited communications
presented in this paper is fully distributed and scalable, i.e., each
robot only needs to communicate with its one-hop neighbors and
no across-hop message passing is required.

The remainder of the paper is organized as follows. Section II
gives the assumptions and the problem formulation. Section III
presents the first control algorithm with all-to-all communi-
cations. The second algorithm requiring only limited commu-
nications is proposed in Section IV. In Section V, MATLAB
simulations are performed to show the effectiveness of the pro-
posed algorithms and their comparison with existing ones. In
Section VI, experiments are conducted on a multirobot test bed.
Section VII concludes this paper.

Notations and symbols used in this paper can be found in
Appendix A, and useful preliminaries on graph theory for the
theoretical analysis are in Appendix B.

II. PROBLEM FORMULATION

Same as in [13]–[15], we assume that the robot’s motion is
described by a double integrator

ẋi = vi

v̇i = ui for i = 1, 2, . . . , n (1)

where xi ∈ Rk , vi ∈ Rk and ui ∈ Rk are the position, the ve-
locity, and the control input (acceleration) of the ith robot in a
k-dimensional workspace.

Remark 1: The double integrator model is a simplification
of the real model of a physical robot. A physical robot can be
modeled as a Lagrangian system. Using feedback linearization
to compensate the nonlinearity, a Lagrangian system can be
converted to a double integrator model [22]. For this reason, we
start our analysis with the double integrator dynamics of robots.

We make the following assumptions on the source and envi-
ronments:

Assumption 1: The scalar-valued distribution p(x) : Rk → R
is a deterministic, time-invariant, concave function with respect
to x and reaches its maximum at x = xs .

Assumption 2: The Hessian matrix of p(x) satisfies: −ξ2 ≤
λmin(H) and λmax(H) ≤ −ξ1 for all x in the domain with
ξ2 > ξ1 > 0.

Remark 2: p(x) models the deterministic spatial distribution
of a scalar value field. For fields demonstrating certain stochas-
tic property, the value of which fluctuates at a fixed position, it
is sometimes possible to be converted into a deterministic field
by averaging or filtering over time. In this paper, we focus on
considering deterministic scalar field. For the field p(x) formed
by a single source, such as a temperature field or an electric
field, it has the maximum value at the source position xs and
reduces with the increase of distance from it. Assumption 1
is a simplification to this observation. It is also a commonly
made assumption in optimization (equivalently, −p(x) is con-

vex). In geometry, the greatest and the least eigenvalues of H(x)
measure the greatest and the least curvatures of p(x), respec-
tively [23]. In practice, the absolute values of both the greatest
and least curvature are bounded, by which we conclude that
H(x) is both upper and lower bounded in the eigenvalue sense.
Assumption 2 states this fact.

We distinguish the formation graph and communication graph
in the paper:

Formation Graph: The graph with robots as nodes and the
links between robots on the virtual structure of the desired for-
mation as edges. We use F(i), which is a set of robots on the
formation graph with edges connected with the ith robot, to
represent the neighbor set of the ith robot on the formation
graph.

Communication Graph: The graph with robots as nodes and
the communication links as edges. We use N(i), which is a set
of robots on the communication graph with edges connected
with the ith robot, to represent the neighbor set of the ith robot
on the communication graph.

We define two different communication topologies: All-to-
all and limited communications, which are described in the
following two assumptions, respectively.

Assumption 3 (All-to-all communication): The communica-
tion topology is an all-to-all connected graph with the robots
as nodes and the one-hop communication link between ev-
ery pair of robots as edges. Under this communication topol-
ogy, the information available for the control design of the ith
robot includes: the robot position xj , the robot velocity vj ,
and the sampled value of source concentration p(xj (t)), with
j = 1, 2, . . . , n.

Assumption 4 (Limited communication): The communication
topology is a connected undirected graph with the robots as
nodes and the communication link between one-hop neighbor-
ing robots as edges. Under this limited communication topology,
the information available for the control design of the ith robot
includes: the robot’s own position xi and velocity vi , its neigh-
boring robots’ position xj and velocity vj , and the sampled
concentration value of its own p(xi(t)) and neighbors p(xj (t)),
with j ∈ N(i) denoting the neighbor set of the ith robot in the
communication graph.

For the all-to-all communication case, the communication
graph has an all-to-all connection, which allows exchange of
information between any pair of neighboring robots on the for-
mation graph. For the limited communication case, the selection
of the formation graph is not unique for a given desired forma-
tion. We can always choose the formation graph the same as the
communication graph under the initially connected configura-
tion. We have the following assumption on this point.

Assumption 5: In the limited communication case, we as-
sume the communication graph is initially connected. Given a
desired formation, we assume that the formation graph can be
chosen the same as the communication graph under the initial
configuration. That is, F(i) = N(i) for all possible i.

Remark 3: As we assume the initial communication graph is
connected, our control goal includes maintaining connectivity
under the initial configuration. We do not consider obstacles
in the environment which may make it impossible to maintain
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initial connectivity configuration. For connectivity maintenance
in the presence of obstacles, readers can refer to techniques
introduced in [24].

In this paper, we consider the source seeking problem with
all-to-all and limited communication topologies. We define our
control problem as follows.

Problem 1 (Source seeking with all-to-all communications):
Under Assumptions 1, 2, and 3, in a k-dimensional workspace
with a scalar valued distribution p(x), design an algorithm
to drive the center of a group of robots to the source xs =
argmax(p(x)) and simultaneously drive all robots to the desired
formation.

Problem 2 (Source seeking with limited communications):
Under Assumptions 1, 2, and 4, in a k-dimensional workspace
with a scalar-valued distribution p(x), design an algorithm
to drive the center of a group of robots to the source xs =
argmax(p(x)) and simultaneously drive all robots to a desired
formation.

Note that the differences of the two problems defined previ-
ously is the assumption on communication topology made in
Assumptions 3 and 4.

III. SOURCE SEEKING WITH ALL-TO-ALL COMMUNICATIONS

In this section, we present the algorithm for source seeking
with all-to-all communications based on the cooperative gradi-
ent estimation.

A. Cooperative Estimation of Gradients

Since the robots are equipped with sensors for concentration
measurement (instead of gradient), each robot needs to make
estimation of gradient and then follows the gradient-ascending
direction to the source. In this section, we use a least square
(LS) estimator for gradient estimation.

Generally, the measurement of p(x) are different for robots
located at different positions. Our goal is to estimate the gradient
at xc(t), which is the center of the formation, i.e., xc(t) =
1
n

∑n
i=1 xi(t), based on the sampling of p(x) acquired by each

robot. We use the following linear parameterization model to
adaptively approximate the distribution of p(x):

ŷ(t) = [X(t) 1 ] θ(t) (2)

with

X(t) =

⎡

⎢
⎢
⎢
⎣

xT
1 (t)

xT
2 (t)
. . .

xT
n (t)

⎤

⎥
⎥
⎥
⎦

(3)

and the measurement

y(t) =

⎡

⎢
⎢
⎢
⎣

p(x1(t))

p(x2(t))
. . .

p(xn (t))

⎤

⎥
⎥
⎥
⎦

(4)

where x1(t), x2(t), . . . ,xn (t) are all k × 1 vectors with k de-
noting the space dimension, θ(t) is the estimation parameter,

which is a (k + 1) × 1 vector, p̂i(x(t)) is the estimation of
p(x(t)) by the ith robot at time t, and 1 is an n × 1 vector
with all entries equal to 1. The estimation error is defined to
be the difference between the estimation ŷ(t) and the mea-
surement y(t) = [ p(x1(t)), p(x2(t)), . . . , p(xn (t)) ]T =
[ p1(t), p2(t), . . . , pn (t) ]T . The LS estimator minimizes
the norm of the estimation error, i.e., to make ŷ(t) ≈ y(t).
Solving ŷ(t) ≈ y(t) yields

θ(t) = [X(t) 1 ]+ y(t)

=
[
XT (t)X(t) XT (t)1

1T X(t) n

]−1 [
XT (t)

1T

]

y(t) (5)

where [X(t) 1 ]+ is the pseudoinverse of [X(t) 1 ]. There-
fore, we obtain the following parameter estimation:

θ(t) =
[
XT (t)X(t) XT (t)1

1T X(t) n

]−1 [
cXT (t)

1T

]

y(t)

ĝc(t) = [ I 0 ] θ(t) (6)

where ĝc(t) is the gradient estimation at the formation center
xc(t) at time t, I is a k × k identity matrix, 1 is a k-row vector
with all entries equal to 1, and 0 is a k-row vector with all entries
equal to 0. This equation gives us an optimal estimation of ĝc(t)
in the sense of LSs.

B. Control Law Design

To solve the cooperative source seeking problem, we need to
design two behaviors for the robot: one is the gradient climbing
behavior, which drives the robot to the source and the other
one is the formation achieving behavior, which guides robots to
the desired formation. However, the goal is not realizable with
the two behaviors only. In addition, we introduce a velocity
damping behavior to avoid oscillation or overshooting around
the source and an estimation error compensation behavior to
reduce the effect of the gradient estimation error. We present the
following control input to the ith robot:

ui = −
∑

j∈F(i)

ω1ij (xi − xj − xdi + xdj ) + c0 ĝc

−
∑

j∈F(i)

ω2ij (vi −vj)−
c1

n

n∑

i=1

vi −c2sgn

(
n∑

i=1

vi

)

(7)

where F(i) denotes the neighbor set of the ith robot on the
formation graph; n denotes the number of robots in the group;
ω1ij = ω1j i and ω2ij = ω2j i , which are positive constants; c0 ,
c1 , and c2 are also positive constants; sgn(·) is the sign function,
which equals to 1, −1, and 0 for a positive input, negative input,
and the input of 0, respectively; xi and vi are the ith robot’s
position and velocity, respectively; xdi is the desired position of
the ith robot in the virtual structure of the desired formation; ĝc

is the gradient estimation given by (6).
In (7), the first and the third terms drive the robot to the de-

sired formation, the second term generates the gradient climbing
movement, the last two terms are velocity damping terms, which
dissipates the kinematic energy of the robot.
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Remark 4: In the control law (7), the term
∑

j∈F(i) ω1ij (xi

− xj − xdi + xdj ) and the term
∑

j∈F(i) ω2ij (vi − vj ) are de-
fined in the neighborhood F(i) of the formation graph while
the rest terms are defined on the all-to-all topology and require
information from all robots.

Combining the control input of all robots in the group, the
control algorithm can be written into a compact form:

u = −(L1 ⊗ I)(x − xd) − (L2 ⊗ I)v + c01 ⊗ ĝc

−c1

n
1 ⊗ ((1T ⊗ I)v) − c2

n
1 ⊗ sgn((1T ⊗ I)v) (8)

where u = [uT
1 ,uT

2 , . . . ,uT
n ]T is the control input, x =

[xT
1 ,xT

2 , . . . ,xT
n ]T is the position vector of all robots, v =

[vT
1 ,vT

2 , . . . ,vT
n ]T is the velocity vector of all robots; both

L1 and L2 are symmetric Laplacian matrices on the formation
graph, the i,jth entry of L1 is−ω1ij for i �= j and i ∈ F(j), 0 for
i �= j and i /∈ F(j), and

∑
l∈F(i) ω1il for i = j, the i,jth entry

of L2 is −ω2ij for i �= j and i /∈ F(j), 0 for i �= j and i /∈ F(j),
and

∑
l∈F(i) ω2il for i = j; I is a k × k identity matrix with k

denoting the dimension of the space, n is the number of robots,
xd is a constant vector with n × k rows, which represents the
desired formation, 1 is an n × 1 vector with all entries equal to
1, and ⊗ is the Kronecker product.

The procedures of the proposed control algorithm with all-
to-all communications is stated in Algorithm 1.

In Algorithm 1, the ith robot first collects its measurement of
concentration pi , position xi , and velocity vi (Line 2), and col-
lects concentration, position, and velocity of all the other robots
by communication (Line 3). After this, the position matrix X
is constructed according to (3) (Line 4). Then, gradient estima-
tion of ĝc(t) is made according to (6) (Line 5). Subsequently,
(7) is used to calculate the control input ui . Lines 2, 3, 4, 5,
and 6 are repeated in sequence until the norm of the estimated
gradient ĝc(t) is less than a predefined positive constant ε, i.e.,
‖ĝc(t)‖ < ε.

To validate the effectiveness of Algorithm 1 in theory, we
make the following assumption.

Assumption 6: The gradient estimation ĝc(t) obtained by (6)
has a bounded error, i.e., ‖ĝc(t) − gc(t)‖ ≤ e0 (e0 is a positive
constant), in which gc(t) denotes the true value of the gradient
at the formation center.

We have the following theorem to state the convergence of
the designed control algorithm.

Theorem 1: Under Assumptions 1, 2, 3, and 6, Algorithm 1
with the control law (7), where the parameter c2 > c0

√
ke0

(k denotes the dimension of space), solves Problem 1. The
formation center xc(t) = 1

n

∑n
i=1 xi(t) converges to x∗, which

satisfies ĝc(x∗) = 0. Moreover, x∗ has a bounded distance away
from the source xs

‖x∗ − xs‖ ≤ 2e0

ξ1
(9)

where ξ1 and e0 are defined in Assumptions 2 and 6, respectively.
Proof: See Appendix C. �

IV. DISTRIBUTED SOURCE SEEKING

WITH LIMITED COMMUNICATIONS

In the previous section, we developed a control algorithm for
cooperative source seeking, which requires all-to-all commu-
nications. Aiming at reducing communication burdens, in this
section, we develop a fully distributed control algorithm, which
only requires limited neighbor-to-neighbor communications.

From (7), it is clear that ĝc and 1
n (1T ⊗ I)v require infor-

mation from every robots in the team. We use consensus filters
to estimate them in a distributed manner [20], [21], [25]. With
consensus filters, a robot is able to estimate the average of filter
inputs by running the following protocol on every robot:

żi =
∑

j∈N(i)

aij (zj − zi) + γ(τi − zi) (10)

where N(i) denotes the neighbor set of the ith robot on the
communication graph defined in Assumption 4; zi is a scalar
state maintained by the ith robot; aij is a positive constant for
j ∈ N(i) and satisfies aij = aji ; γ is a positive constant, and
τi is the scalar input to the ith robot. By running (10) on every
robot, zi is able to track the average of inputs, i.e., 1

n

∑n
j τj .

To estimate ĝc in a distributed manner, we first rewrite the
expression of θ(t) in (6) into average forms (without confusions,
the time t aside the time-varying variables are omitted)

θ =

⎡

⎢
⎢
⎣

1
n
XT X

1
n
XT 1

1
n
1T X 1

⎤

⎥
⎥
⎦

−1 ⎡

⎢
⎢
⎣

1
n
XT y

1
n
1T y

⎤

⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢
⎢
⎣

1
n

n∑

i=1

xixi
T 1

n

n∑

i=1

xi

1
n

n∑

i=1

xi

T

1

⎤

⎥
⎥
⎥
⎥
⎥
⎦

−1 ⎡

⎢
⎢
⎢
⎢
⎢
⎣

1
n

n∑

i=1

xipi

1
n

n∑

i=1

pi

⎤

⎥
⎥
⎥
⎥
⎥
⎦

. (11)
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We can online estimate 1
n

∑n
i=1 xixi

T , 1
n

∑n
i=1 xi ,

1
n

∑n
i=1 xipi , and 1

n

∑n
i=1 pi distributively by running four

separate consensus filters on every robot. We have the following
filter expressions for Z1i , z2i , z3i , z4i , θei , and ĝcei , which
are estimations of 1

n

∑n
i=1 xixi

T , 1
n

∑n
i=1 xi , 1

n

∑n
i=1 xipi ,

1
n

∑n
i=1 pi , θ, and ĝc by the ith robot, respectively (Note that

Z1i is a k × k matrix, z2i and z3i are both k × 1 vectors, and
z4i is a scalar.)

Ż1i =
∑

j∈N(i)aij (Z1j − Z1i) + γ(xixT
i − Z1i)

ż2i =
∑

j∈N(i)aij (z2j − z2i) + γ(xi − z2i)

ż3i =
∑

j∈N(i)aij (z3j − z3i) + γ(xipi − z3i)

ż4i =
∑

j∈N(i)aij (z4j − z4i) + γ(pi − z4i) (12)

θei =
[
Z1i z2i

zT
2i 1

]−1 [
z3i

z4i

]

ĝcei = [ I 0 ] θei . (13)

To estimate 1
n (1T ⊗ I)v, we first express it into the form

that 1
n (1T ⊗ I)v = 1

n

∑n
i=1 vi . Denoting z5i the estimation of

1
n (1T ⊗ I)v by the ith robot, we have

ż5i =
∑

j∈N(i)

aij (z5j − z5i) + γ(vi − z5i). (14)

We can now replace ĝc and 1
n (1T ⊗ I)v in (7) with ĝcei in

(13) and z5i in (14) using the distributed filter scheme shown
previously. Note that we need the neighboring robots’ positions
and velocities in the first and the third terms of (7). As xdi, i =
1, . . . , n, are known to all robots, we can choose the formation
graph the same as the communication graph, i.e., F(i) = N(i)
for all possible i. Therefore, the distributed control law for the
limited communication case is

ui = −
∑

j∈N(i)

ω1ij (xi − xj − xdi + xdj ) + c0 ĝcei

−
∑

j∈N(i)

ω2ij (vi − vj ) − c1z5i − c2sgn(z5i). (15)

The procedures of the proposed control algorithm with limited
communications is stated in Algorithm 2.

The difference of Algorithms 1 and 2 lies in that consensus fil-
ters are used to estimate ĝcei in a distritbuted way in Algorithm 2
(Lines 5, 6, and 7).

Corollary 1: Under Assumptions 1, 2, 4, 5, and 6, Algorithm 2
with the control law (15) and the estimators (12), (13), and (14)
running on a fast enough time scale solves Problem 2.

Remark 5: In this section, we present a distributed control
algorithm for cooperative source seeking. The core idea is to use
distributed consensus filters running on a fast enough time scale
to estimate the centralized quantities in Algorithm 1 and use the
estimated values to replace the actual centralized quantity in the
control. Theoretical analysis of the convergence of consensus
filter plus distributed controllers can be found in [27].

Remark 6: For an n robot network with an all-to-all com-
munication, each robot communicates with all other (n − 1)
ones, which results in a communication complexity of O(n2).
With the increase of the number of robot n, the communica-
tion burden increases significantly. In contrast, each robot only
communicates with a few neighboring robots in the limited com-
munication case. For instance, for a communication graph with
a two-dimensional (2-D) lattice topology, each robot only com-
municates with four neighbors even when the total number of
robots n increases, thus the communication complexity is O(n)
in this system. Therefore, the proposed distributed control in
limited communication is scalable.

V. SIMULATION COMPARISONS

In this section, we compare our algorithms with the methods
proposed in [15] and the method proposed in [13]. There are two
methods proposed in [15]: one uses a single robot to perform
the task and the other one uses a group of robots. We call the
two strategies PGS and PGM for short, respectively, and we call
the strategy proposed in [13] ES method for short.

MATLAB simulations are performed under a representative
set of parameters. For the ES method, parameters are chosen
to be the same as in [13]. For the PGS and PGM method,
parameter setup cannot be found in the associated paper [15].
We choose kd = 5, ks = 1, d0 = 1, and κ = 1 (see that paper
for definitions of each parameter) and the potential function
is chosen to be the one suggested in the paper. The desired
formation is shown in Fig. 1(a). For simplicity, we choose the
formation and communication graph to be the same for the
all-to-all and the limited communication cases, as shown in
Fig. 1(b). We choose c0 = 20, c1 = 7, c2 = 7, γ = 1, L1 = 6L0 ,
L2 = L0 , and L3 = 30L0 [where L3 is the Laplacian matrix
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Fig. 1. Desired formation and the communication topologies used in the sim-
ulations. (a) Desired formation. (b) Communication graph.

associated with the weight matrix [aij ] in (12)] with

L0 =

⎡

⎢
⎢
⎢
⎣

2 0 −1 −1 0
0 2 −1 0 −1
−1 −1 3 −1 0
−1 0 −1 2 0
0 −1 0 0 1

⎤

⎥
⎥
⎥
⎦

.

For the proposed methods and the PGM method, five robots
are employed. Robots start from different positions. For PGS
and ES methods, which use a single robot, the initial position
is set to be the center of robots in the multiple robot case. For
simplicity, we choose p(x) = 100 − ‖x‖ [13], [15].

We first compare the trajectories of the formation center (for
methods using a single robot, we use its trajectory for evalua-
tion). From Fig. 2(a), we can see that Algorithm 1, Algorithm 2,
the PGM method, and EM method, are able to steer the forma-
tion center to the vicinity of the source. Among them, ES method
uses a single robot, which uses fewer robots in number than
Algorithm 1, Algorithm 2, and the PGM method. However, the
robot takes a spiral like trajectory to the source and the travelled
distance is much longer than other methods. Algorithm 1 outper-
forms Algorithm 2, PGM method, and EM method according to
the traveled distance. Compared to Algorithm 1, the trajectory
by using Algorithm 2 is a little longer, resulting from the dy-
namic interaction of the consensus filter and the robot dynamics
in Algorithm 2. However, different from all the other methods
simulated here, as stated previously, Algorithm 2 is a fully dis-
tributed algorithm, which only requires information exchanges
between one-hop neighbors. Nevertheless, our Algorithm 2
still outperforms PGS, PGM, and ES methods in the sense that
Algorithm 2 has a shorter trajectory than them.

We then compare the proposed Algorithm 1, Algorithm 2, and
the PGM method, which use a group of robots, to see whether the
desired formation are reached. From Fig. 2(b), we can see that
PGM method does not reach a uniform distribution on a circle,
while both Algorithms 1 and 2 reach the desired formation. The
robot velocity profiles of our proposed methods are shown in
Figs. 3 and 4. As observed, the velocity of robots converges to
a common value, which eventually reaches zero. This indicates
that robots reach a common velocity in order to reach a fixed
formation, while this common velocity converges to zero when
the source is reached.

Fig. 2. Simulation comparisons between PGS method [15], ES method [13],
PGM method [15], our Algorithm 1, and our Algorithm 2. The color bar denotes
the concentration value of the source. (a) Trajectory of formation centers (for
the single robot case, it is the robot’s own trajectory). The yellow diamond
represents the start position. The red square is the end position of the robot
by ES method, the proposed Algorithm 1 and the proposed Algorithm 2. It
is also the source position. The black dot and the pink triangle are the end
positions of the robot by PGM method and that of the robot by PGS method.
(b) Trajectories of each robot for methods using multiple robots. The black dots,
the blue triangles, and the red squares are the end positions of robots by PGM
method, Algorithm 1, and Algorithm 2, respectively. The green dots represents
the start positions. The contour of the field p(x) is plotted in the figure.

Fig. 3. Robot velocity profiles of the proposed Algorithm 1.
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Fig. 4. Robot velocity profiles of the proposed Algorithm 2.

VI. EXPERIMENTAL VALIDATION

In this section, the proposed algorithms are tested by robot
experiments using E-puck robots in a light source seeking ap-
plication. The experimental implementation of the algorithms
and the experimental results are described next.

A. Robot

In the experiment, the E-puck mobile robot is used to serve
as the robot platform. It is a differential-driven-wheeled mobile
robot equipped with two step motors for movement, Bluetooth
module for communication, and an on-board microprocessor
for programming and control. Navigation sensors including in-
frared (IR) sensors, a VGA camera, and a 3-D accelerometer
are equipped on the robot. Encoders are equipped to record the
relative pose (position and bearing). The kinematic model of the
ith E-puck robot is

⎡

⎢
⎣

ẋi

ẏi

α̇i

⎤

⎥
⎦ =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

cos αi

2
cos αi

2

sinαi

2
sin αi

2

−1
l

1
l

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

[
Γi1

Γi2

]

(16)

where (xi, yi) represents the Cartesian coordinates of the middle
point of the driving wheel axle; αi is the bearing of the robot
body with respect to the x-axis, l is the length between the two
driving wheels; Γi1 and Γi2 are the speeds of the left and the
right wheels, respectively (see Fig. 5).

Using feedback linearization, we are able to transform the
robot model (16) into new coordinates [26],

[
ẋ′

i

ẏ′
i

]

=
[

τi1

τi2

]

(17)

Fig. 5. E-puck model.

where τi1 and τi2 are the new inputs, and
[

x′
i

y′
i

]

=
[

xi + c cos αi

yi + c sin αi

]

(18)

with c a positive constant. The relationship between the wheel
velocity input Γi and new input τi is expressed as

[
Γi1

Γi2

]

= M(αi)
[

τi1

τi2

]

(19)

with

M(αi) =

⎡

⎢
⎢
⎣

l

2c
sin αi + cos αi − l

2c
cos αi + sinαi

− l

2c
sinαi + cos αi +

l

2c
cos αi + sinαi

⎤

⎥
⎥
⎦ .

(20)
For the E-puck robot, the length between wheels is l = 0.053 m.
Also, we set c = 0.0265 m for our experimental validation.

B. Experiment Setup

Light Source: A standard 75-W incandescent light bulb is
placed on a big table locating at (0.59,−1.36) in the global
coordinates (x-axis is pointing up, and y-axis is pointing left,
with the origin at the center of the workspace).

Sensors: The E-puck robot has eight IR sensors, which are
placed around the top of it, and are used to measure the light
intensity. Closer to the light source, the sensor gets higher light
intensity measurement values. To balance the light intensity
measured by sensors from all directions, each E-puck robot
utilizes the averaged value of its eight IR sensors to measure the
local light intensity.

Localization System: The positions and bearings of the
E-puck robots are obtained by odometry based on the infor-
mation recorded by encoders with their initial positions and
bearings calibrated in the global coordinate.

Robot Communication: The communication type among
robots is set at “radio mode” (channel 1) with a communication
range covering all peers. In the all-to-all communication case,
the information from all other robots are used for state update,
while the communication packages from the nonneighboring
robots are intentionally dropped in the limited communication
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Fig. 6. E-puck communication topologies considered in the experiment.
(a) All-to-all communication. (b) Limited communication.

Fig. 7. Light source seeking experiment with the all-to-all communication on
three E-puck robots.

case to form the limited communication topology. The supervi-
sory mode is implemented on E-pucks in the experiment.

Three robots, E-puck 1, 2, and 3, are deployed in the light
field. The initial relative positions of E-puck robots are randomly
chosen as (0,−2), (−0.4,−1.7), and (−0.2,−2) with bearings
0, 0, and 0, respectively, in the global coordinates. The virtual
structure of the desired formation is set as (xd1 , yd1) = (0, 0.2),
(xd2 , yd2) = (0.1, 0.1732), and (xd3 , yd3) = (0, 0), which cor-
responds to an equilateral triangle with edge length 0.2 m. The
control coefficient c0 is chosen as c0 = 10. According to the
communication topologies shown in Fig. 6, the Laplacian ma-
trices in the all-to-all communication case and the limited com-
munication case are chosen, respectively, as follows:

⎡

⎣
12 −6 −6
−6 12 −6
−6 −6 12

⎤

⎦

⎡

⎣
6 −6 0
−6 12 −6
0 −6 6

⎤

⎦ .

C. Experimental Results

The experiment results are reported for both the all-to-all
communication case and the limited communication case. The
performance in these two scenarios are then compared.

1) All-to-All Communication: Algorithm 1 is implemented
for the all-to-all communication case. The communication
topology of three robots is shown in Fig. 6(a). Fig. 7 displays the
experimental results. The initial positions of E-puck1, E-puck2,
and E-puck3 are randomly chosen, and the robots move toward
the light source. At time t = 11 s, the robots are still in the pro-
cess of forming the equilateral triangle during their movement
to the light source. The snapshot at time t = 30 s reveals that
this process continues. At time t = 51 s, the equilateral trian-

Fig. 8. Robots’ light intensity measurements in the all-to-all communication
case.

Fig. 9. Light source seeking experiment with the limited communication on
three E-puck robots.

gle formation is almost reached. Then, they keep the formation,
and gradually approach to the light source, shown in Fig. 7 at
t = 65 s, until the formation center gets to the light source at
t = 84 s. Fig. 8 shows that the light intensity measurement of
each robot increases as the robots approach to the light source,
where noises and measurement uncertainties exist.

2) Limited Communication: The limited communication al-
gorithm is tested under the same setup as in the case of all-to-all
communication except the communication topology is as shown
in Fig. 6(b). This implementation follows the procedure of Al-
gorithm 2. Fig. 9 shows the experimental results with limited
communication. The three robots start from a dark place with
a low light intensity value at t = 0 s. The robots move toward
the desired formation and simultaneously move toward the light
source at t = 11 s and t = 30 s. At time t = 51 s, the robots are
still away from the desired formation. At time t = 67 s, the equi-
lateral formation is almost formed. They maintain the formation
until they finally reach the light source at t = 91 s.

3) Performance Comparison: Fig. 10 shows odometry tra-
jectories in both the all-to-all and the limited communication
cases. The solid-line trajectory shows the robot center trajectory
in the all-to-all communication, and the dashed-line trajectory
shows the robot center trajectory in the limited communication.
Comparing the all-to-all and limited communication cases, it
can be seen that the robot source seeking in the limited commu-
nication case takes longer time to converge to the source due to
the use of consensus filter. Also, the path length in the limited
communication case is slightly longer.
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Fig. 10. Trajectories of the multirobot light source seeking on the E-puck
platform with both the all-to-all and the limited communications. The robot
positions and formation center are drawn in every 21 s (except that the last two
dashed triangles are drawn in 7 s to show the end positions of the robots in
limited communication).

VII. CONCLUSION

Cooperative distributed source seeking was studied in this
paper. Two control algorithms were proposed to solve the prob-
lem with all-to-all and limited communications, respectively.
In the case of all-to-all communication, theoretical analysis
proved that the proposed algorithm guarantees convergence to
the source with all robots reaching the desired formation. With
the constraint of limited communication, consensus filters were
used to distributively estimate centralized quantities, and then
embedded in the distributed control laws. MATLAB simulations
in an ideal environmental setup demonstrated the effectiveness
of the proposed algorithms. Experiments on the E-puck robot
platform were performed to show the applicability of the pro-
posed algorithms in a light source seeking scenario.

APPENDIX A

NOTATIONS AND SYMBOLS

λmax(A) and λmin(A) represent the greatest and the smallest
eigenvalues of a symmetric matrix A. ‖x‖ and ‖x‖1 are the
Euclidean norm and the 1-norm of a vector x, respectively,
defined as follows:

‖z‖ =
√

z2
1 + z2

2 + · · · + z2
n (21)

‖z‖1 = |z1 | + |z2 | + · · · + |zn | (22)

for z = [z1 , z2 , . . . , zn ]T ⊗ denotes the Kronecker product. We
use 1 to denote a vector with all 1 entries, p(x) to denote the
concentration at x and argmax(p(x)) to denote the optimal point
where p(x) reaches the maximum. The Hessian matrix of p(x),
denoted as H(x), is an n × n square matrix with the i, jth entry
is defined as ∂ 2 p

∂xi ∂xj
for x = [x1 , x2 , . . . , xn ]T .

APPENDIX B

PRELIMINARIES ON GRAPH THEORY

An undirected graph G(V,E,A) is denoted by (V,E,A),
where V is the set of nodes, E is the set of edges with E ⊆ V ×
V , and A = [aij ] with aij = aji > 0 for j ∈ Ni (N(i) denotes
the neighbor set of node i) and aij = aji = 0 for j /∈ Ni , is the
weighted adjacency matrix. The degree of a node in the graph is
defined as deg(vi) =

∑n
j=1 aji . An undirected graph G is called

connected if there always exists a sequence of consecutive edges
starting from a given node i to another given node j, where nodes
i and j could be any node in the graph only if i �= j. The degree
matrix Δ = [Δij ] is a diagonal matrix with Δij = 0 for all
i �= j and Δii = degout(vi) for all i. The Laplacian matrix L of
the graph G is defined as L = Δ − A. The Laplacian matrix
always has a zero eigenvalue associated with the eigenvector 1.
A Laplacian matrix defined on a connected undirected graph is
semidefinite positive and has rank n − 1, where n denotes the
dimension of the Laplacian matrix. All nonzero eigenvalues of
such a Laplacian matrix are positive.

APPENDIX C

PROOF OF THEOREM 1

There are three steps in the proof: Step 1-derivation of the for-
mation center’s dynamics; Step 2-stability analysis using Lya-
punov Theory; Step 3-derivation of the source seeking error.

Step 1: Derivation of the Formation Center’s Dynamics
Substituting the control input (8) into the robot dynamics (1)

yields

v̇ = −(L1 ⊗ I)(x − xd) − (L2 ⊗ I)v + c01 ⊗ ĝc

−c1

n
1 ⊗ ((1T ⊗ I)v) − c21 ⊗ sgn((1T ⊗ I)v). (23)

As to the formation center xc , we have

xc =
1
n

n∑

i=1

xi =
1
n

(1T ⊗ I)x. (24)

Recalling the property of Laplacian matrices that L11 = 0,
the fact that L1 and L2 are symmetric, and the mixed-product
property of Kronecker products, we have (1T ⊗ I)(L1 ⊗ I) =
0, (1T ⊗ I)(L2 ⊗ I) = 0, (1T ⊗ I)(1 ⊗ ĝc) = nĝc , (1T ⊗
I)(1 ⊗ ((1T ⊗ I)ẋ)) = n2 ẋc , and (1T ⊗ I)(1 ⊗ sgn((1T ⊗
I)ẋ)) = nsgn(ẋc). Based on these results, left multiplicating
the matrix 1

n (1T ⊗ I) on both sides of (23) yields the following
dynamics of xc :

ẍc = c0 ĝc − c1 ẋc − c2sgn(ẋc). (25)

Defining vc = ẋc , we have

v̇c = c0 ĝc − c1vc − c2sgn(vc). (26)

Step 2: Stability Analysis Using the Lyapunov Stability Theory
We choose the following Lyapunov function:

V = (x − xd − 1 ⊗ xc)T (L1 ⊗ I)(x − xd − 1 ⊗ xc) + p(xs)

−p(xc) +
1

2c0
vT

c vc + (v − 1 ⊗ vc)T (v − 1 ⊗ vc).
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Note that in the expression of V , L1 ⊗ I is symmet-
ric since (L1 ⊗ I)T = LT

1 ⊗ IT = L1 ⊗ I, and (x − xd − 1 ⊗
xd)T (L1 ⊗ I)(x − xd − 1 ⊗ xc) is semipositive definite since
the Laplacian matrix L1 is semipositive definite [21]. In addi-
tion, p(xs) − p(xc) ≥ 0 due to Assumption 1. Therefore, V is
indeed semipositive definite. Calculating the time derivative of
V along the trajectory of (23) and (26) yields

V̇ = 2(x − xd)T (L1 ⊗ I)v − gT
c vc +

1
c0

v̇T
c vc

+2(v̇ − 1 ⊗ v̇c)T (v − 1 ⊗ vc). (27)

From (23) and (26), we obtain

v̇ − 1 ⊗ v̇c = −(L1 ⊗ I)(x − xd) − (L2 ⊗ I)v

− c1

n
1 ⊗ ((1T ⊗ I)v) − c2

n
1 ⊗ sgn((1T ⊗ I)v)

+ c11 ⊗ vc + c21 ⊗ sgn(vc). (28)

Along with (24), we have

v̇ − 1 ⊗ v̇c = −(L1 ⊗ I)(x − xd) − (L2 ⊗ I)v. (29)

Substituting (25) and (29) into (27) yields V̇ = −2vT (L2 ⊗
I)v + (ĝc − gc)T vc − c1

c0
vT

c vc − c2
c0
‖vc‖1 , where ‖ · ‖1 de-

notes the 1-norm of a vector. Using properties of vector norms,
we further obtain

V̇ ≤ −2vT (L2 ⊗ I)v + ‖ĝc − gc‖1‖vc‖1 −
c1

c0
vT

c vc

− c2

c0
‖vc‖1 ≤ −2vT (L2 ⊗ I)v − c1

c0
vT

c vc

−
(

c2

c0
−
√

ke0

)

‖vc‖1 ≤ 0. (30)

Note that ‖ · ‖ denotes the Euclidean norm in (30). In the
derivation of (30), the norm inequalities (ĝc − gc)T vc ≤ ‖ĝc −
gc‖1‖vc‖1 and ‖vc‖1 ≤

√
k‖vc‖ are employed. The right side

of (30) is seminegative definite by noting that L2 ⊗ I is semi-
positive definite and c2 > c0

√
ke0 . Together with the fact that

the right side of (30) is a function of state variables and the
invariance-like theorem (see [28, Th. 8.4]), we draw the con-
clusion that the right side of (30) goes to zeros as time elapses.
Therefore,

lim
t→∞

v = 1 ⊗ α1 and lim
t→∞

vc = 0 (31)

where α1 is a vector with k rows. With (25) and (29), we further
conclude the following holds as time goes to infinity

ĝc → 0 (32)

− (L1 ⊗ I)(x − xd) → 1 ⊗ α̇1 . (33)

For any k × 1 vector α2 , we have α̇T
1 α2 = 0 by left multi-

plication of 1T ⊗ αT
2 on both sides of (33). Due to the arbi-

trarity of the choice of α2 , we obtain α̇1 = 0. In other words,
we conclude that α1 is a constant vector. With (33), we ob-
tain x − xd → 1 ⊗ α3 as t → ∞, where α3 is a vector with k
rows. This equation means that, when time elapses, the position
x is a translation from xd given by the desired formation. Since
transformation does not change relative positions, we obtain

the conclusion that x converges to the formation given by xd .
Moreover, we get xc → x∗ by employing ĝc(x∗) = 0 and (32).

Step 3: Derivation of the Source Seeking Error
The Taylor expansion of p(x) at x∗ yields p(x) = p(x∗) +

∇T p(x∗)(x − x∗) + 1
2 (x − x∗)T H(x1)(x − x∗), where x1 is

between x and x∗. For x = xs , this equation yields p(xs) =
p(x∗) + ∇T p(x∗)(xs − x∗) + 1

2 (xs − x∗)T H(x1)(xs − x∗).
Thus, we get

0 ≤ p(xs) − p(x∗) ≤ ‖∇p(x∗)‖‖xs − x∗‖

− ξ1

2
‖xs − x∗‖2 = ‖∇p(x∗) − ĝc(x∗)‖‖xs − x∗‖

− ξ1

2
‖xs − x∗‖2 ≤ e0‖xs − x∗‖ − ξ1

2
‖xs − x∗‖2 . (34)

Note that Assumption 6 is employed in the previous derivation
of (34). Also note that the left side of (34) is not larger than
0 according to Assumption 1, so we have 0 ≤ e0‖xs − x∗‖ −
ξ1
2 ‖xs − x∗‖2 Therefore, ‖x∗ − xs‖ ≤ 2e0

ξ1
. This concludes the

proof.
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